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ABSTRACT

Fault tree analysis is a quantitative system safety
technique for identifying the chains of events which could
cause a specific hazard. The formal strategy presented in
this pfpfr increases the accuracy and speed by which fault
trees may be generated and allows fault tree analysis to be
used by a wider range of ©practicing engineers. Digraph
models are used to describe the normal, failed, and
conditional relationships for individual process components.
Component models are linked to form a model for the system
under  study. An algorithm is presented which directly
deduces the fault tree from the system digraph. Methods for
modelling human interactions and analyzing sequential

systems are also presented.
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INTRODUCTION

Fault Tree Analysis was originally developed by Bell
Telephone Laboratories in 1961. Bell used the technique to
evaluate the launch control system of the Minuteman Missle
[1]. In applying the Fault Tree Method, one begins by
identifying some undesirable event associated with the
system. This event is termed the Top Event. For the
Minuteman case, examples of this might be (1) Inadvertent
firing of the missle or @) Failure to launch when called
upon to do so. Once an undesirable event has been chosen,
the analysis proceeds by asking “What could cause this?” In
answering this question, one generates other events connected
by the logical operators AND, OR, and EOR. EOR is an
abbreviation for “Exclusive Or”. This operator has two

inputs and will produce a TRUE output if one, but not both,

of them is TRUE. Successive events are then developed in a
similar manner. The analysis terminates when events are
encountered which cannot be developed further. These events
are called primal events. The logical structure relating

the Top Event to the primals is the Fault Tree.

Once constructed, the Fault Tree can be of considerable
value in determining the paths whereby primal events may
propagate through the system to cause the Top Event.
Algorithms currently exist [2] that determine which primal
events, or combinations of primal events, will cause the Top
Event for a given tree. These sets of events are termed cut

sets. If occurrence rate data are available for the primal



events, a number of useful statistics can be computed [3].
Among these are the probability and rate of occurrence of
the Top Event, the probability that a given cut set will
occur, and the relative importance of each primal event to
the Top Event. Such statistics can provide valuable
information as to which part of the system should be
modified to decrease the probability of the Top Event. An
excellent example of the use of the Fault Tree technique and
resulting statistical analysis can be found in the Rasmussen
Report on Nuclear Reactor Safety [4].

While much of the statistical and cut set analysis has

been automated, actual construction of the Fault Tree is
usually done by hand. Manual construction of the Tree can
be extremely time consuming (25 man-years of effort was
required in the Rasmussen Study [4]). In addition to the
time involved, the possibility exists that different

analysts may produce different trees [5] either by incorrect
logic or omission of <certain events. A computer aided
synthesis technique would prove valuable in alleviating both
of the above problems. Any system of constructing Fault
Trees should have the following characteristics:

(1) It should be able to handle complex systems in

an efficient manner.

(2) In constructing the tree, system topology as

well as actual components should be considered.

The topology includes the system surroundings as

well as operating and maintenanace procedures. If



the topology is time dependent, this should also

be considered.

(3) It should handle multivalued logic ie. the

direction and magnitude of deviations 1in process

variables should be considered in addition to
component failures. The range of allowed

deviations should be greater than o,1.

(4) During tree construction, checks should be

made to ensure consistency among events. For

example, an increase in the temperature of some

stream cannot be caused by a simultaneous decrease

in the same stream s temperature (More on this in

the next section).

Although other criteria <certainly exist, these four
represent basic requirements for any synthesis system.
Table 1 summarizes previous and current work in terms of
these criteria.

The issue of a formal synthesis method has been
addressed by Fussell [6]. His technique, known as the
Synthetic Tree Model, wuses mini fault trees as models for
component failures to construct the final tree. The system

under analysis 1s segmented into various parts or coalitions

and it is through this grouping that consistency
requirements arise. The intermediate event under
consideration along with any consistency Trequirements

determine which mini fault tree 1is used.

Taylor’s method [7] uses algebraic models for
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components with qualifiers to indicate which equation (s)
describe the operation or failure of the component. These
qualified equations are then written for each component and
the resulting collection forms the system model. This model
may then be used to determine the consequences of any
deviation in the input variables. The method involves more
Cause—-Consequence than Fault Tree Analysis.

Tompkins and Powers [8] have suggested a method wusing
input-output models for equipment. - These models convey
information regarding variable relationships when  the
components are working as well as the effects of various
component failures. Construction of the Fault Tree begins
with the identification of important deviations in process
variables. The process is then searched for sources of
these deviations and it is through this search that the tree
is built.

Salem [9] has developed a method based on the use of
decision tables. The decision tables form the basic
component models from which the fault tree is built. Fault
tree construction begins with a definition on the top event
which is then developed using decision tables which contain
it. Intermediate events are expanded in a similar manner
until only primal events are undeveloped in the tree.

The methods discussed so far have dealt with organizing
construction of the Fault Tree. Actual use of these
techniques still requires a large amount of time, hence the
need for some type of computer assistance 1is still evident.
Fussell has programmed his method but the program apparently

handles only certain types of electrical circuits (6 1.



Salem’s method has also been programmed, however, events
which are normally true are developed in addition to
abnormal events [9]. This incurs significant overhead when
synthesizing the tree. The other two techniques have not
been programmed.

In order to develop a program which performs the
synthesis, it is first necessary to develop some means of
system modeling which is suited for computer ©processing.
This representation must also be general so that any type of
process may be analyzed. With the system thus modeled, the
next step is to develop an algorithm for Fault Tree
Synthesis using it. These problems of suitable
representation and subsequent Fault Tree generation form the

core of this thesis.



FAULT TREE SYNTHESIS - A PROTOCOL

As an example of how one might manually generate fault
trees, consider the flowsheet shown in Figure 1. The
function of this process is to cool a hot HNO3 stream before
reacting it with Benzene to form Nitrobenzene. One top
event for the system is a high temperature in the HNO3
reactor feed since this could <cause a reactor runaway.
Consider constructing a fault tree for this event. The

following notation 1is used to describe deviations in process

variables. T, "pP”, and”M”  denote deviations in
temperature, pressure, andmass flow respectively. 7+”7 and

denote directions of the deviation (positive or
negative). "07,712”7, and “10” denote magnitudes of the
deviation (none, moderate, or very large). Hence, to

represent a large decrease in the mass flow rate of stream
8, write M8 (-10) .

An engineer would begin by asking ”“What could cause
T4(+1)?” Since stream 4 is directly connected to stream 3
through the temperature sensor, he might reason that T3 (+1)
is the cause so the first step in constructing the tree
would be to place an OR gate under T4(+1) with T3(+1) as its
input ie.

T4 (+1)
OR
*

T3 (+1)
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His next question would then be “What could cause T3(+1)?”
The answer in this case is more complex. From a knowledge
of heat exchanger performance, four causes emerge: M2 (+1),
T2(+1), M8 (-1), and T8 (+1). A question now arises as to how
these causes should be logically connected. Our engineer
might reason that since any one of these events would result
in T3(+1), the proper operator is an OR gate so his

resulting structure would be

T4 (+1)
ES
OR
ES
T3 (+1)
ES
OR
ES
* ES ES *
M2 (+1) T2 (+1) M8 (1) T8 (+1)
He then checks this tree to see if it 1is correct. The tree
suggests that M2(+1) alone would <cause T4(+1). Obviously

this isn’t true since the negative feedback control loop
would act to cancel the effect of M2(+1). Similar arguments
can be made to show that T2(+1) and T8 (+1) alone will not
cause T4(+1). On the other hand, M8 (-1) alone will cause the
top event. The reason for this is that M8 is itself part of
the temperature control loop. Under conditions when T4(+1),
the appropriate response for the control loop is M8 (+1).
M8 (-1) is an indication that the control loop is actually
working to promote the top event instead of <cancelling it

out, and this is why M8 (-1) alone will cause T4(+1). This
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discussion suggests that if either M2(+1), T2(+1), or T8 (+1)
is to cause T4(+1), the control loop must either take no
action to cancel the disturbance or promote it. If
deviations in M2, T2, or T8 are very large, however, the
control loop may not be able to cancel them out. Hence,
these large deviations alone would cause T4(+1). With these

arguments, the following tree results

T4 (+1)
*
OR
P
T3 (+1)
*
OR
*
3k 3k >k koo sk skosk sk sk sk sk sk skosk sk sk sk skt sk sk sk sk sk sk sk skoskoskosk skosk sk skokoskosk sk
* * * * *
AND M2 (+10) T2 (+10) T8 (+10) M8 (-1)
*
3k ok sk sk ok skosk skosk ok skosk sk skok skoskok skok ok
* *
OR IMPROPER CONTROL
* LOOP ACTION

k ok ok sk sk ook ok ok ok sk ok ook ok ok Xk

* * *

M2 (+1) T2 (+1) T8 (+1)
He continues by focusing attention on M8 (-1). Assuming that

the cooling water control valve is AIR TO OPEN, possible

causes are P7(-1) or P9(-1). Suppose, however, that this
assumption 1is incorrect ie. the valve has been installed in
the reverse acting mode. In this case P7(+1) will be the

cause but note that P7(+1) is a normal response to T4(+1).
Hence, three causes really exist: P7(-1), P9(-1), and VALVE

REVERSED. Considering that P7(-1) and VALVE REVERSED are on

the control loop and applying the logic suggested when
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expanding T3(+1), the following expansion for M8 (-1) results

M8 (-1)
OR
ES
sk sk sk sk skoskoskoskosk sk sk sk skoskosk sk sk sk skoskoskosk sk sk sk sk skoskoskskskosk sk sk sk sksksksk sk
* ES ES
AND P9 (-10) EOR
%k k
k sk ok ok ok sk ok ok sk ok ok ok sk ok ok sk ok ok ok ok sk sk sk ok ok sk ok ok ok sk ok ok
* * * *
P9 (-1) IMPROPER CONTROL VALVE P7(-1)
LOOP ACTION REVERSED

The EOR gate is necessary because P7 (1) and VALVE REVERSED

together cancel one another out resulting in M8 (+1).

Proceeding with P7(-1), our engineer might trace this
to P6 (-1) and subsequently to T4(-1). This, however, cannot
be since he knows T4(+1) to be the case. T4(-1) is a
consistency violation and must be dropped from
consideration. These are common when negative feedback
loops (such as control loops) are encountered in a process.

One must be careful to exclude any events which are
consistency violations in further analysis. If T4(-1) 1is
the only cause of P6 (-1) then P6 (-1) must also be dropped,
and so on with P7(-1). Continuing the analysis, he might
trace disturbances in M2, T2, and T8 to similar disturbances
in M1, TI, and T10. Decreases (-1 or -10) in P9 can be
traced to either decreases in P10 or a shutdown of the pump.
Although PUMP SHUTDOWN stops the flow of cooling water, it
also activates a system which stops the flow of hot HNO3.

Hence, in order for PUMP SHUTDOWN to cause T4(+1), a failure
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of the HNO3 shutdown system is also required. With this,

the final tree becomes

T4 (+1)
*
OR
*
T3 (+1)
*
OR
*
kok ok ok sk ook sk sk ok sk ok ok sk ok sk sk sk ok sk ok ok sk sk ok sk ok ok ok sk sk sk sk sk ok sk ok ok ok ok ok
* * * * *
AND M2 (+10) T2(+10)  T8(+10)*
3k 3k >k skook sk skook ok skok sk kok *
* * *
OR IMPROPERCONTROL *
* LOOPACTION *
3k ok sk sk ok sk sk sk ok sk sk ok sk skock *
* * * OR
M2 (+1)  T2(+1) T8 (+1) *
k ok ook ok sk ook sk ok sk ook sk ok ok ok ok ok ok ok
* * *
* P10(-10) *
* *
OR VALVE
* REVERSED
kock ok sk ok sk ok sk ok sk ok sk ok sk ok sk ok ok ok
* *
AND AND
* *
K ok ok ook ok ok ok ok sk sk ook ok k ok ok sk sk ook ook ok ok ok ok ok
PUMP FAILURE P10 (-1) IMPROPER
SHUTDOWN OF HNO3 CONTROL LOOP
SHUTDOWN SYSTEM ACTION

The analysispresented here ishighlysimplified in

that many eventshave beenexcluded from the tree. It does,
however, demonstrate the basic method of manual faulttree
construction. Later in this thesis, a more detailed tree

for this same system will be constructed using an explicit

fault tree synthesis algorithm.
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MODELLING OF PROCESS COMPONENTS

In the previous section we saw how one might go about
constructing a fault tree for a particular process. At each
step, the engineer had to make two basic decisions before
building each subtree, the first being a determination of
the local causes of each event and the second a decision
concerning how these causes should be logically connected.

In order to determine the local causes of an event, one
must have some type of model which relates cause and effect.
This information can be captured by developing a cause and
effect model for each piece of equipment encountered in the
process. Let wus try to develop some means of modelling
cause and effect.

Consider the heat exchanger used in the ©previous
section. We might begin by taking some output or effect
variable and listing all variables which could be potential
causes of any deviations 1in that variable. Let us take T3.
Some variables which affect T3 are T2, M2, T8, M8, area, and
overall  heat transfer coefficient. In some cases, the

surroundings variables may also have a significant effect on

T3. Such variables include the surroundings temperature and
velocity, external area, and external  heat transfer
coefficient. We need some other information to determine

how strongly these variables affect T3. The additional

information required is the gain between T3 and its
causitive variable’s. The gain between T3 and some variable
X is given by and is a measure of how strongly X affects

SUNT LIBRARY
CARREGIE-MEIION UNIVERSITY
PITTS3USSH, PENNSYLVANIA 15218
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T3. In many cases, this gain 1is quite small and hence, one
might say that no relationship exists.

The gain may be computed from performance equations for
the specific piece of equipment or estimated from data or
one’ s physical knowledge. For instance, without explicit
computation, one could reason that in many cases the gain
between T3 and the surroundings velocity over the exchanger
is nearly zero. Let us now compute the gain for T3 with
respect to T2. A performance equation which <could be
employed to yield this information is the energy balance for

the HNO0O3 side

(A) M23 Cp23 (T3 - T2) + UA ATIm = 0

One could either explicitly or implicitly differentiate the
equation to obtain dT3/jrz . A problem now arises since the

differentiation carries with it the assumption that all

other wvariables remain constant. If T2 is perturbed then
T5, the other outlet temperature will also change hence we
need to take with Tb5 varying. A  convenient way of

taking partial derivatives involving more than one dependent
variable involves the use of Jacobians [10]. In order to
use them, one must have N independent equations for N
dependent variables. For the heat exchanger with the

specified input/output combination, we will need two



15

independent equations. This is because if T2 1is perturbed,
we expect deviations in both T3 and T5. One equation has
already been defined and the other we need is simply the

energy balance for the water side or

M85 Cp85 (T5 - T8) - U A ATlm = 0

Now with Tb also varying is defined as the Jacobian
"(A.B)
d(T2,T5) IT2 ats
Bro b T5
3 (A, B) A IT5
d(T3,T5)
b T3 Brg
where and the vertical bars indicate the determinant

of the matrix. Computing ArVdrz in this manner 1is equivalent
to differentiating both equations with respect to T2 and
solving for the unknowns and By using Jacobians,
we can compute real gains from performance equations which
describe the given piece of equipment.

In addition to gains, dynamic parameters for the
various cause and effect relations can also be obtained.
Just as gains are necessary to provide information on the

relative magnitude of deviations in the cause and effect
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variables, dynamic parameters are necessary to obtain data
on the time needed to transmit these deviations. For
purposes of fault tree analysis, a dead time and first order
time constant are often sufficient to describe the dynamics.
Both of these parameters may be obtained from unsteady state
performance equations. For the heat exchanger, the dead time
for the T3-T2 relation is given by
(tube length) / (velocity through tubes) .

If we approximate the heat exchanger as a mixed tank, the
first order lag is given by

t =MCP /DA

M = Mass of fluid in exchanger tubes
CP = Specific heat of tube side fluid
U = Overall heat transfer coefficient between shell and tubes
-A = Area for heat transfer between shell and tubes

Let us now discuss the form of these cause and effect
models. A  convenient way to capture cause and effect
relations 1is to use directed graphs (digraphs). Digraph
models of equipment are composed of nodes which represent
process variables associated with the particular piece of
equipment. Cause and effect relations are shown by drawing
a directed edge from the cause to the effect wvariable.
Associated with each edge are a gain, dead time, and first
order lag as discused previously. A simple digraph model
relating cause and effect for theoutlet temperature T3 of

the heat exchanger is shown on the next page.



Figure 2:

Digraphs can
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Digraph model for temperature T3

also capture

failure modes. A control

valve model will {illustrate this.

Figure 3: Control

Consider the mass

two causes for

deviations 1in the

flow out of

deviations 1in

valve systen

the valve.

We can establish

this variable these being

mass flow into the valve and the pressure
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on the valve bonnet. The following digraph captures these

relations.

Figure 4: Digraph for mass flow out of control valve
In place of a gain, dead time, and first order lag, the
graph has discretized gains of +1 on the edges. These
discretized gains indicate that moderate deviations in the
cause variable produce moderate deviations in the effect
variable. The sign indicates the relative directions of the
deviations. We shall use these discrete gains 1in cases
where the real gain is either unnecessary or unavailable.
Let us now discuss how we might model failures. If the
valve 1is stuck in position, changes in P3 have no effect on
M2. Similarly if the valve 1is reversed, changes in P3 will
have an opposite effect on M2. These failures are events
which change the gain between P3 and M2 by their occurrence.
We can capture these events on the digraph by drawing

multiple edges with different gains between P3 and M2 and
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then labelling those edges which are conditional on certain

events. This is shown in the following graph.

0 (Valve Stuck)

-1 (Valve Action Reversed)

Figure 5: Digraph for mass flow out of control valve
Edges which have no explicit condition on them carry the
condition “NORMAL OPERATION”. Failures which change
relations between variables are modelled using conditional
edges. Should a failure cause a deviation in some other
variable, this is modelled by representing the failure as a
node and then drawing a directed edge from it to the effect
variable. Consider the failures “VALVE FAILS OPEN” and
"VALVE FAILS CLOSED”. These failures cause deviations in M2

and are shown on the following digraph.



20

Figure 6: Digraph for mass flow out of control valve
The discretized gains of +10 and -10 indicate that when
either of these events occurs, the deviation in the effect
variable 1is large.

Digraph models can be built for valves, pumps, heat
exchangers, and even the human operator. They contain both
the normal and failed behavior of the components. In the
next section, we shall discuss how to merge digraphs for
separate pieces of equipment into a system digraph which

models the process under study.
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DIGRAPH MODELS FOR THE ENTIRE SYSTEM

The previous section dealt with the construction of
digraph models for individual components. This chapter will
focus on joining these component models together to form the
system digraph.

The major consideration in forming the system graph is
process connectivity. This information dictates how the
component digraphs are to be linked. For instance, if the

system is a control valve followed by a pipe, ie

Figure 7: Control valve and pipe system

The digraph for mass flow M4 in the system is given by

Figure 8: Digraph for M4 in control valve and pipe system
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This graph was obtained by linking the control valve and
pipe models. The linking process 1is done by starting at the
node representing the top event and then constructing the
system graph by working strictly backward from that node.
In this way, we can be guaranteed that only those variables
which directly or indirectly affect the top event variable
are included in the digraph. The basic algorithm for
building the system digraph begins with a definition of the
top event node. Connections from other nodes are made to
this node using those models which have this node as an
output variable. Input nodes generated in this way are
developed in a similar manner. One rule which must be
observed however, 1is that the model used for the development
must not be the same model from which the node was just
generated. During the course of digraph construction, it 1is
possible that the same model will be used more than once.
Digraph generation proceeds until either battery limits are
encountered or until the node to be expanded has already
been developed.

As an example, consider the HNO3 flowsheet discussed
previously. Figures 9a and 9b contain unit models for the
components 1in this system. The cause and effect relations
are shown in matrix form. Let us construct a system digraph
for the top event T4(+1) wusing these models. Note that
figures 9a and 9b show only those parts of the models which
will be needed for T4 as the top event variable. Let us now

construct the graph. Begin with a node defining T4 and ask
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FAILURE: REVERSED PI1 TO M2 GAIN
VALVE CHANGES TO +10

ACTION
M5 T3 ETC

FAILURE: EXTERNAL
FIRE

TEMPERATURE

SENSOR , '4 P

T 3 1 1

| © SENSOR CHANGE T3 TO P6
BROKEN GAIN TO 0 (ZERO)

Figure 9a: Equipment Models For HNO3 Process
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TEMPERATURE
CONTROLLER
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FIRE'

low: air
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INSTALLED WITH
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Equipment.Models For HNO3 Process
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P 7

CHANGE P6 TO P7
GAIN TO - 1

CHANGE P6 TO P7
GAIN TO O(ZERO)

M 8

+ 1

+ 1
CHANGE P7
GAIN TO
P9 P11

+ 1 0
-10 + 1

CHANGE SHUTDOWN TO P11
GAIN TO 0 (ZERO)

(Cont.)
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"Which model has T4 as an output variable?” The answer is
the temperature sensor so connect all input nodes to T4 as
dictated by this model. One 1input node is indicated, this
being T3 with a gain of +I1. The output signal from the
sensor (P6) is not considered since it has no direct effect
on T4 through the temperature sensor. The graph now has the

following form.

Figure 10: Partial digraph for HNO3 process
Next ask “Which model has T3 as an output variable?” The

heat exchanger satisfies this so wuse it to connect input

nodes to T3 as follows.

Figure 11: Partial digraph for HNO3 process
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using the control

Then use the nitric acid shutoff valve to

develop both T2 and MZ2.

below.

Figure 12:

Now use the pump model

controller model

is used to

The graph at this point 1is shown

to develop

develop P7.

Partial digraph for HNO3 process

P11 and P9. The

This generates P6
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which is then expanded using the temperature sensor model.
The system digraph is now complete and is shown in figure
13.

Some comments on this graph are in order. The
expansion for M8 was done wusing the control valve model.
Note that two edges are drawn between M8 and P7. This 1is
because the model used contains the event REVERSED VALVE
ACTION which changes the gain between M8 and P7. Similar
reasoning is used anywhere more than one edge is drawn
between two nodes. The connections between P6 and T3 were
made using the temperature sensor model. This model was used
twice, however, different output variables were developed
each time. After connecting T3 to P6, note that we did not
have to trace T3 using the heat exchanger model since this
was already done previously.

The next task 1is to transform the system digraph into a
fault tree. This topic will be discussed after the next
chapter. In the next section, we shall discuss how to find
and classify loops in the digraph. These loops will play a

major role in the execution of the fault tree synthesis

algor ithm.
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THE IMPORTANCE OF DIGRAPH LOOPS
The system digraph is a map of how disturbances
propagate through the system under study. This map contains

information on how the process variables interact with one

another. Interactions which tend to cancel disturbances are
most 1important in fault tree synthesis. If no cancelling
interactions exist, construction of the fault tree consists

of simply identifying sources of disturbances and gathering
them under an OR gate. Should some <cancellation exist,
however, we shall have to find conditions under which the
disturbances get through the <cancelling interaction. All
cancelling interactions are loops on the digraph.

The first type of loop is the negative feedback loop.

A variable on a negative feedback loop can be traced back to

itself on the digraph. The net gain along this path 1is
negative. An example of a negative feedback loop is shown
below.

Figure 14: Example of a negative feedback loop
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Note that if variable VI deviates positively or negatively,
variable V2 will deviate with an opposite sign to produce a
cancelling signal to VI. If the signal from V2 is large
enough and arrives back at VI fast enough to —cancel the
disturbance, we shall need to find conditions under which
this cancellation does not occur.

Normal control loops nearly always appear as negative

feedback loops on digraphs. Consider the following pressure

control loop.

Figure 15: Pressure control loop
Using models similar to those developed in the previous

section, we would arrive at the following system digraph

with P2 as the top event variable.
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Figure 16: Digraph for P2 in pressure control loop
A negative feedback loop comprised of P2-P4-P5-P2 exists 1in
this graph. If P2 deviates, we expect Pb and subsequently
P4 to deviate sending a cancelling signal to P2. Physically
this corresponds to the normal action of the pressure

control loop.

Negative feedback loops have the characteristic that
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they attempt to cancel disturbances which enter them.
Whether they actually can or not depends on the strength and
speed of the —cancellation signal. The strength of the
cancellation signal can be determined by computing the net
gain around the feedback loop using real gains in the
computation. The speed of the loop response may be obtained
using the corresponding dead times and first order lags.

When constructing fault trees, use two levels of
disturbance, the normal or “1” process disturbance and the
alarm condition or 710”7 disturbance. After a negative
feedback loop is found in the graph, determine which level
of disturbance, if any, it will <cancel. This is done by
examining the real gains and time constants around the loop
and then determining if there are any elements in the loop
which may saturate. Consider the negative feedback loop in
figure 16. This loop corresponds to a pressure control
loop. If the loop 1is designed properly, the gains and time

constants should be such that normal disturbances are

handled properly. Since this is a ~continuous pressure
control loop, we expect it to handle 1 but not 10
disturbances. If the pressure becomes very high at location
2, the valve can only open to its full open position. This

saturation indicates that the loop cannot handle a +10
disturbance in P2. Similar arguments apply to a -10
disturbance. Very 1low pressures cause the valve to fully
close and no control action exists after this point.

Not all negative feedback loops are control loops.
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Consider a relief valve in a line

Figure 17: Relief valve in line

The digraph with P2 as the top event variable is shown

below.

+1 (P2= +10)

Figure 18: Digraph for P2 in relief valve system
Note that again we have a negative feedback loop through P2.
RVP stands for relief valve position. Positive deviations
in RVP correspond to the valve opening. If the wvalve is

designed properly, we expect this loop to handle pressure
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disturbances (+1 and +10). The edge from P2 to RVP,
however, indicates that this loop only activates on +10
deviations in P2. The loop is classified as one which will

cancel only +10 disturbances in P2. Physically this simply
means that the relief wvalve should open and relieve the
pressure in the line only when P2 becomes very high. Normal
disturbances in pressure (+1) are not affected by this loop.

Some negative feedback loops naturally occur in certain
processes. Examples of this are endothermic chemical

reactions and the negative temperature coefficient in a

nuclear reactor. In the first case, higher temperatures
cause higher reaction rates which tend to lower the
temperature. The digraph for an endothermic reaction 1is

shown on the next page.
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Digraph model for an endothermic reaction

Figure 19:
In the second case, higher temperatures result in a lowering
in the cross section.

of the reaction rate due to a decrease
This results in lower temperatures. The digraph which
captures this 1is shown on the next page.
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Figure 20: Digraph for a nuclear reaction

Not all feedback loops are negative. In

cases where

the net gain around the feedback loop is positive, special

consideration may have to be given to the loop.

has an active element within it and can drive
extreme, 1t must be regarded as a disturbance

is because noise will usually cause this type

If the loop
itself to an
source. This

of loop to go
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unstable. A good example is an exothermic reaction for

which the digraph is shown in figure 21.

Figure 21: Digraph model for an exothermic reaction
The active element in this case is the reaction itself which
draws energy from the bonds within the molecules. If no
active element exists within the loop, the loop will not

drive itself to an extreme. An example of this type of loop
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occurs in the digraph description of the pressures in a

series of pipes.

+1 +1

Figure 22: Pipe system with digraph model for pressure
A deviation in any one of these pressures will not drive the

entire system to an extreme. Positive feedback loops of
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this type indicate that information may flow to and from all
variables which are on the 1loop. Deviations in any one of
the wvariables may be sensed by examining any of the
variables on the loop. Mass flows in a pipe may have a
similar digraph.

Another important type of interaction 1is the negative
feedforward loop. Negative feedforward loops occur when one
variable affects another on different paths with opposite
net gains on the alternate paths. The general structure 1is

shown below.

Figure 23: Example of a negative feedforward loop
Should VI deviate, it will tend to produce opposite effects
in V2 on different paths. If the gains and dynamics on both
paths are equal, then the disturbances will cancel and no
deviation will result in V2.

Negative feedforward loops generally appear as models



40

of control systems when the control signal is fed ahead in

the process. Consider the following system

Figure 24: Feedforward control system
If the temperature in stream 1 becomes high, a signal is
sent to open the valve and increase the cooling water flow.

The system digraph is shown on the next page.
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Figure 25: Digraph model of feedforward control system

From the graph, we see that Tl has different effects on T4

depending on which path we trace between these variables.

In order to evaluate this loop, we must ask if deviations

proceeding down both sides of the loop will <cancel one

another when they reach T4. Again real gains and dynamics

may be used, however, reason that if this control loop 1is
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designed correctly, the disturbances should cancel. If Tl
becomes very high (+10), the ~cooling water valve will
saturate to the full open position. Very low temperatures
(-10) will cause the valve to fully close. Since no control

action exists once the valve 1is saturated, this loop handles
”1” but not ”“10” disturbances in TI.

Unlike negative feedback loops which cancel deviations
no matter where they enter the loop, negative feedforward
loops cancel only those disturbances which originate at the
common variable which starts the loop. The range of
deviation handled by this loop similarly pertains only to
deviations in the variable which starts the loop. In order
to get a deviation through anegative feedforward loop, it
is necessary to transmit thedisturbance down one path and
then find conditions under which no cancelling signal is
transmitted along the alternate path. Positive feedforward
loops require no special attention since they cannot drive
themselves to an extreme nor do they provide any
cancellation effect. Positive feedforward loops do,
however, provide more than one path for the transmittance of
a disturbance.

Having found and <classified loops in the digraph, we
are now tready to proceed with the synthesis of the fault
tree. The next section describes an algorithm for fault
tree synthesis. Following that, we shall use it to

construct a fault tree for the HNO3 process.
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AN ALGORITHM FOR FAULT TREE SYNTHESIS

The problem of Fault Tree Synthesis may be formulated
using a State Space representation. Problems represented in
the State Space are solved by transforming a given initial
state into a desired goal state. Transformation is
accomplished through the use of appropriate operators which
transform one state into another. The initial state 1in
Fault Tree Synthesis 1is a definition of the Top Event along
with a description of the process. The process description
is in the form of a digraph. The goal state is a Fault Tree
connecting the Top Event to events which are not developed
further. These events are called Primal Events. The task
now becomes one of defining operators necessary to perform
the synthesis. In order to do this, consider the methods
used in manual Fault Tree construction (See section entitled
"Fault Tree Synthesis - A Protocol”). In developing each
event, one asks “What could cause this?” On a digraph, this
corresponds to asking “Which nodes are inputs to the node
representing the current event?” Once these events are

identified, the next task is to determine how they should be

logically interconnected to form part of a Fault Tree. In
answering the question, ”“What could cause this?”, it seems
natural to connect the events by using an OR gate. As noted
previously, however, this is sometimes incorrect. The

problem lies in the fact that the use of an OR gate
represents only a partial answer to what the causitive

events are. In stating— that one event causes another, it is
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necessary to include the qualification that nothing else
happens which will cancel the original effect. This
important assumption, although not explicitly stated, 1is
made at each step in the synthesis of the tree.

Constructing a tree requires explicitly stating this
assumption at each step. Consider the example used
previously. In particular, examine the causes of T3(+1).
Recall that this event <can be traced to four causes:
M2 (+1),T2(+1),M8 (-1),and T8 (+1). If any one of these events
is to cause T3(+1), then none of the other variables may
deviate in such a manner as to cancel the effect. In
expanding T3(+1), one may use the OR gate except that now
the inputs to the gate are M2(+1) AND (NOT(T2(-1) OR M8 (+1)
OR T8 (-1))) 1instead of M2(+1) alone, T2(+1) AND (NOT (M2 (-1)
OR M8 (+1) OR T8 (1))) instead of T2(+1) alone etc. Hence,
replace each of the NOTS by its Boolean equivalent structure
ie. \NOT T2(-1) is the same as T2(+1) OR T2(0) etc. This
considerably complicates the tree and a simplification 1is
necessary. The event T2(0) may be traced to T1(0) which

means T1 UNCHANGED. T1, however, is a primal variable

(deviations in it are primal events). Since primal events
are normally considered to have have low probabilities, the
event T1(0) 1is nearly always true. A similar argument may

be made to show that M2(0) and T8(0) are also true with high
probabilities. Hence the events NOT T2(-1), NOT M2(-1), and
NOT T8 (-1), are also true with high probabilities and are

neglected in the AND gate.
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Now consider M8(0). Unlike the other events discussed,
M8(0) 1is not normally true. Pecall that since T3(+1) 1is true
(This is the event being developed.), M8 should increase due
to the action of the control loop. Thus NOT M8 (+1) is
normally not true and remains on the AND gate explicitly (or
in its equivalent form of M8 (-1) OR M8(0)). Note that the
event M8 (-1) 1is not even part of an AND gate since all of
its COMPLEMENTARY NOTS are normally true. M8 (1) is an
indication that the control loop actually is responsible for
the disturbance since M8 is the variable which should
increase to cancel T3(+1).

This assumption of “ALL OTHER THINGS BEING THE SAME” is
a crucial one. In the following developments it is assumed
true for all events that are not interconnected by negative
feedback or feedforward loops in the digraph model. Hence,
it is quite important that the model capture any
integactions which might occur in the system.

Consider now, the same events with 7107 values. As
with 71”7 values one can argue that T2 (0),M2(0),and T8 (0) are
normally true. Since a ”“10” indicates a very large
disturbance, assume that the control loop cannot cancel 1it.
In terms of these variables, this means that M8 cannot
increase sufficiently to overcome the disturbance. Stated
otherwise, NOT M8(+10) 1is normally true. Hence, all of the
NOTS associated with the 710" values are normally true so no
AND gates are necessary. All of these results are embodied

in the following tree for T3(+1).
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T3 (+1)
%k
OR
%k
sk sk sk skoskosk sk sk sk sk skoskosk sk sk sk sk skosk sk sk skoskoskosk sk sk sk skoskosko sk skoskosksk sk sk sk sk
% ES ES %k ES
AND M2 (+10) T2 (+10) T8 (+10) M8 (-1)
k
sksksksksksksksksksksksksksksksksksksksksksksksksksksk sk
%k ES
OR OR
k %k
koskoskoskosk sk skosk sk sk sk sk sk sk sk sksksksksksksksksksk sk
k %k % k %k
M2 (+1) T2 (+1) T8 (+1) M8 (-1) M8 (0)

Note that this tree is the same as that previously developed
manually except that M8 (-1) OR M8(0) has replaced IMPROPER
CONTROL  LOOP ACTION. This is fine since one of the causes
of M8 (-1) OR M8(0) is IMPROPER CONTROL LOOP ACTION because
the loop should act to send M8 (+1).

From a functional ©point of view, note that a
disturbance propagates through the control loop if:

(1)  The disturbance is extremely large in

magnitude.

(2) The disturbance 1is caused by the control loop

itself.

(3) An external disturbance enters the system and

the control loop does not act to cancel 1it.
These statements are general and apply to any negative
feedback loop. Hence, they may be used to determine the
causes of a disturbance when a negative feedback loop 1is
involved. The generalized operator used for negative

feedback loop variables 1is
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E
%k
OR
*
sk sk ok ok ok ok ok sk sk ok ok ok ok ok ok ok ok ok ok sk sk sk sk osk ok
* * *
AND LargelLoop Variable
* Disturbance Causes Disturbance
* Enters Loop
*
KKKk KKK KK KKK K-k-k KKK K K-k
%k %k
External Disturbance Loop Variable Fails
Enters Loop To Cancel Disturbance

(E represents the event currently being developed.)
This operator may then be used whenever a negative feedback
loop is encountered. Note that the structure of this
operator arises from a consideration of how the NOT
condition should be handled on a negative feedback loop.

Now consider an operator for negative feedforward
loops. This is another case where the ”“NOT OTHER THINGS
CHANGING” assumption is important. A negative feedforward
loop is a structure within a process whereby one process
variable affects another with opposite gains on different
paths within the ©process. An example of this in the HNO3
problem is the effect of PUMP SHUTDOWN on T3. On one path,
PUMP SHUTDOWN tends to send T3(+10) while on another
T3 (-10). In the former case the sequence PUMP
SHUTDOWN-P9 (-10)-M8 (-10)-T3 (+10) occurs while in the latter
case PUMP SHUTDOWN-PI11(+1)-M2(-10)-T3 (-10). Thus to trace
T3 (+10) to a PUMP SHUTDOWN, one must include the additional
condition that disturbances on the other paths of the loop

are not present. In this particular problem, the condition
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is embodied in NOT M2 (-10). Hence, the tree in this case
would look like
T3 (+10)
ES

Intermediate Variables
*
AND
ES
KKK KKK k-k-k K kK KicTk K k-k 'Kk Kklcic k k'K kic k' k'K k'K ' k'k'k'k
% *

Pump Shutdown OR
sk sk sk ok ok ok ok ok ok ok ok ok ok kok ok ok ok ok

ES %k
M2 (+10) M2 (0).

The generalized feedforward loop operator 1is then

E
*
AND
%k
skoskesk skeoske skoskeoske skoskeoske sk skeoske sk skeoske sk skeoske sk skeoske skoskeske sk skeoske sk skeoske skoskeoske sk skeoske sk skeosko sk sk
* *
Disturbance Which Disturbances On
Propagates Down Both Alternate Paths
Loop Paths Fail To Cancel

One Another.

(E represents the event currently being developed.)
NoteN that this operator 1is applied when the point common to
both sides of the loop 1is reached.

For events which involve neither negative feedback nor
feedforward loops, the operator used 1is quite simple. It 1is
just an OR gate since, 1in the absence of the negative loops,
all of the NOT conditions are normally true.

Generalizations of these operators have been made to
handle variables which are on combinations of negative
feedback and feedforward loops. Given these operators, the

local cause and effect relations 1in the process, and a list

of the negative feedback and feedforward loops, it is
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possible to construct Fault Trees. The digraph is useful
here. Local cause and effect relations are embodied in the
edges connecting the nodes. Negative feedback and

feedforward loops may be determined by inspection of the
graph.

Another important feature in Fault Tree Synthesis 1is
consistency. Consistency means that two mutually exclusive
events cannot occur at the same time. For example, 1in the
HNO3 problem, consistency would require that T3(+1) not be
traced to T3(-1) or T3(0). Any inconsistent events that are
generated in the course of the synthesis must be deleted.
One might conclude then that any generated events must be
checked for consistency against all events which have been
developed. Fortunately, this is not true. It turns out that
consistency 1s only a problem when negative feedback or
feedforward loops are involved. Hence, the only events
which need to be checked are those which involve either of
these types of loops. In the case of feedback loops, the
event being developed is stored for later consistency
checks. The event common to all paths of the feedforward
loop is stored when the feedforward operator 1is applied.

Presented below is a general algorithm based on the
concepts developed in this section. In the next section,

this algorithm is applied to the HNO3 system.



Fault Tree Synthesis Algorithm
1. Generate the digraph, then find and classify
all negative feedback and negative feedforward
loops.
2. Select node representing Top Event.
3. Determine local causes of this event by noting
the inputs to the node of the digraph.
4. Delete any local causes which violate
consistency.
5. Select the appropriate operator depending on
whether negative feedback or feedforward loops
pass through the current node. Use this operator
to logically connect the remaining local causes.
If negative feedback or feedforward loops are
involved, store the appropriate event for later
consistency checks.
6. Select a node corresponding to an undeveloped

event and return to step 3. If only primal events

remain, stop.
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ALGORITHMIC FAULT TREE CONSTRUCTION
The problem is to synthesize a fault tree for the event
T4(+1) (T4 high) for the HNO3 process shown in figure 1.

The system digraph has already been generated and is shown

in figure 13. This figure is reproduced on the following
page.

Begin with loop identification and classification. A
negative feedback loop exists through the variables
T3-P6-P7-M8-T3. The variables are elements of the

temperature control loop so assume the loop has been
designed to handle normal disturbances. If the disturbances
are large enough in magnitude, the cooling water control

valve will saturate to either the full open or <closed

position. After this, no control action exists. Classify
this loop, therefore, as being able to handle a1 but not 10
disturbances. A negative feedforward loop also exists 1in
this graph. This loop has two paths these being PUMP

SHUTDOWN-P9-M8-T3 and PUMP SHUTDOWN-P11-M2-T3. Evaluate
both paths of this loop. PUMP SHUTDOWN causes a rapid
decrease in M8 but T3 will not rise immediately since there
is some capacitance in the heat exchanger. On the other
path, PUMP SHUTDOWN should send a signal to Pll almost
immediately. If the valve 1is designed properly, it should
halt the nitric acid flow quickly. The PUMP

SHUTDOWN-P11-M2-T3 path should, therefore, have enough gain
and speed to cancel a disturbance on the other path. Hence,

classify this loop as being able to handle disturbances



aidvdnid W AN



53

originating from a shutdown of the cooling water pump.

Now begin with the construction of the tree. T4(+1) 1is
the top event. The local cause of T4(+1) is T3(+1). This
was determined by noting that T3 is the input to T4. The +1
value for T3 was computed by taking the value of T4 and

dividing it by the gain between the nodes. In general,

INPUT VALUE = OUTPUT VALUE / GAIN.

Since T4 isnot on any type of loop, use an OR gate as the

operator and get the following tree.

T4 (+1)

OR

T3 (+D

Figure 26: Partial fault tree for the HNO3 process
Next take T3(+1). Local causes from the graph are M8 (-1),
M2 (+1), T2 (+1) and EXTERNAL FIRE AT LOCATION 2 (+1).
EXTERNAL FIRE is an example of a one way variable. It can
only deviate positively. The +1 value means that the event

EXTERNAL FIRE has occurred. If we were developing the event
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T3(-1), we could not trace this to EXTERNAL FIRE (-1) as a
local cause. EXTERNAL FIRE (1) has no physical meaning

T3 is on a negative feedback loop which should be able to
handle the +1 deviation. Hence, wuse the negative feedback
operator, and store T3(+1) for later consistency checks and

get the following tree.

Ir

M2 7 +10) T2 (+10) Sr S

|
T1(+10) r
M2 (+1) T2(+1) m8’ (0)

Fire

(+1)

Figure 27: Partial fault tree for the HNO3 process
The X’s on the tree indicate that no events are on these
branches. The OR gate on the extreme left is a grouping of
those large disturbances which enter from off the loop.
These disturbances pass directly through the loop. The AND

gate in the middle- of the tree contains external
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disturbances entering the loop as one feed anded with a
failure of the negative feedback loop to cancel them out.
The external disturbances are grouped under an OR gate. Note
that they all have 1 values and hence should be handled by
the loop. Failures of the negative feedback loop to cancel
disturbances are shown under the other OR gate. One feed to

this gate is M8(0) which means that M8 did not change due to

an inactivation further back on the loop. The other feeds
are any local inactivations ie. zero gain edges on the
feedback loop. In this case no zero edges exist between M8

and T3 so there are no other feeds. The EOR gate on the
right of the tree contains conditions under which either the
loop causes the disturbance or passes a disturbance which
enters further back on the loop. M8 (-1) is an indication
that the problem is further back on the loop. The other
feed to the EOR gate contains any local events which reverse
the polarity of the loop. Events of this type make the loop
a positive feedback loop which will drive itself to an
extreme due to noise in the systenmn. The EOR gate is
necessary because if both events occur, a cancelling signal
will be sent forward through the loop. No edge which
inverts the loop exists between M8 and T3 so this feed 1is
empty. Note that T3 is also on a negative feedforward loop.
Remember, however, that the negative feedforward operator is
not invoked until the start of the loop is reached. In this
case the start is the event PUMP SHUTDOWN.

Next choose T2(+1) as an undeveloped variable. The
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order in which variables are developed makes no difference
in the final result. T2 has only one input, that being TI
with a gain of +1. The local cause is therefore T1(+1) and
since this variable 1is on no negative feedback or negative
feedforward loops, the appropriate operator is the OR gate.
Similar reasoning may be used to determine that the

appropriate structure for T2(+10) 1is an OR gate with T1(+10)

as its input. The tree now has the following form.

TH+1)

ok
I

T3 (+1)
I

OR

T1(+1)

Figure 28: Partial fault tree for the HNO3 process

Now develop M2(+1). Local causes are Pl1(+1) and PI11(-.1).
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The value .1, however, 1is not allowed for the magnitude of a
disturbance. Only 0, 1, and 10 are allowed values. The 10
gains between Pll and M2 imply that if P2 deviates, a large
change 1is seen in M2. P11(+1) with the condition REVERSED
VALVE ACTION is not considered here since the negative
feedforward operator, when applied, will handle all
conditional edges on the loop. If M2 were not on the
negative feedforward loop, then P11l with the REVERSED VALVE
ACTION condition would have to be considered. We delete all
causes with .1 magnitude which results in P1(+1) as the only
local cause. M2 is on the negative feedforward loop but it
is not at the start so again employ the OR gate with P1(+1)
as the sole input. Next develop M2 (+10). Local causes are
PI(+10) and P11(-1). PI1 (+1) with REVERSED VALVE ACTION is
not considered for reasons stated above. Again employ an OR
gate with feeds Pi (+10) and P11(-1). Now expand P11(-1).
The only local cause is PUMP SHUTDOWN (-1). PUMP SHUTDOWN,
like EXTERNAL FIRE, however, 1is an event which only deviates
positively. PUMP SHUTDOWN (-1) has no meaning so delete it
and note that Pl11(-1) has no local causes. The tree

developed to this point appears on the next page.



58

TM+1)
OR
T3 (+1)
I
OR
EOR
OR AND
Large M2 (+10) T2 (+10) & M8 (-1)
Ext.
Fire
(+10) T1 (+10)
M2 (+1) T21+1) Ext. M8 (o)
| Fire
OR OR (+1)
OR I I
P1(+1) TI1 (+1)
P11(-1) PTI (+10)
Pdﬁp
Shutdown

(1)

Figure 29: Partial fault tree for the HNO3 process
Next proceed with M8 (-1). The local causes are P9(-1) and
P7(-1). Neither of these violates the consistency
requirement T3 (+1). M8 is on a negative feedback loop and
negative feedforward loop. We have not reached the start of
the negative feedforward loop, however, so employ the

negative feedback operator. P9 (-10) is the large
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disturbance off the 1loop while P9(-1) is the normal
disturbance. No local inactivating edges exist between M8
and P7 but a local inversion edge, REVERSED VALVE ACTION, 1is
present. Using the negative feedback operator and these

events, arrive at the following tree.

TM+1)

I
OR

I
T3 (+1)

I
OR

Action

Figure 30: Partial fault tree for the HNO3 process

Now do P7(-1). Local causes are LOW AIR PRESSURE (+1),
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EXTERNAL FIRE AT LOCATION 4 (-1), and P6 (-1). Delete
EXTERNAL FIRE AT LOCATION 4 (-1) since this event can only
deviate positively. P7 is on the negative feedback loop so
use the negative feedback loop operator. The large
deviation off the loop is LOW AIR PRESSURE (+10), ie. a
complete loss of instrument air. The normal disturbance off
the loop is LOW AIR PRESSURE (+1). Both an 1inactivation

edge (CONTROLLER BROKEN) and an inversion edge (CONTROLLER

ACTION REVERSED) exist. Next develop P6 (-1). Only one
local cause exists and this 1is T3(-1). T3(—), however,
violates the consistency requirement T3(+1). Hence no

causes exist and the tree now has the following form.
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TM+1)
OR
I
T3 (+1)
I
OR
OR
EOR
Complete Air AND
Loss (+10) e E— L
1 Control ler Pe (-1)
OR
Low Air Press. Action
1. Reversed
(+D Congroller p6 (0) T3(-1)
Broken

Figure 31: Partial fault tree for the HNO3 process

Now develop the events with zero values. Note that all
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of them are variables which are on the negative feedback
loop. They are variables which should be changing under the
condition T3(+1), but are not. In order to develop these,
we proceed stepwise back along the feedback loop looking for
zero edges. In the case of M8(0), no zero edge exists so
the only cause is P7(0). The appropriate operator is an OR
gate since either local inactivators or the next variable
back on the loop not changing, or both will result in no
deviation in the variable currently under development. The

tree follows.
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TM+1)
|
OR
I
T3 (+1)
I
OR
P9 (-10) AND EOR
Pump
Shutdown
(1) P9£1) P7(0) Reversed P7(-1)
Valve
Action
OR
Complete Air AND EOR
Loss (+10) L
Low(ﬁig Press. OR Cogziggier P6 (-1)
1
Controller p6(b)Reversed
Broken T3(-1)

Figure 32: Partial fault tree for the HNO3 process

Note that P7(0) appears twice in the tree. If the
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consistency requirements are the same, we may expand P7(0)
once and place the same sub-tree wunder both occurences of
P7 (0) . One local inactivator exists (CONTROLLER BROKEN) so
use an OR gate with this event as one input and P6(0) as the
other. Now do P6(0). Like P7(0), this also appears twice
so place the same development under both occurrences.
SENSOR BROKEN is a local inactivator so use an OR gate with
this event and T3(0) as inputs. T3(0), however, must be
delete since it violates the T3(+1) consistency requirement.
We have now completed the development of the entire negative
feedback loop and the tree is shown in figure 33. P9 (-1)
needs further development. Local causes are P10(-1) and
PUMP SHUTDOWN (+.1). PUMP SHUTDOWN (+.1) is not allowed so
P10(-1) is the only cause we need to consider. Although we
have reached the start of the negative feedforward loop, the
starting variable itself has been deleted. P9 is not on the
negative feedback loop so use the OR operator with P10(-1)
as 1its input. Next do P9(-10). Local causes are P10(-10)
and PUMP  SHUTDOWN (+1). Since PUMP SHUTDOWN starts the
negative feedforward loop, employ the negative feedforward
operator to arrive at the tree shown in figure 34. The
events M2 (+10) and M2(0) are to be developed only along the
other branch of the negative feedforward 1loop. M2 (+10) is
an indication that an inversion exists along this path while
M2 (0) indicates inactivation along the path. Both events
will carry the consistency requirement PUMP SHUTDOWN (+1).

Developing M2(+10), we arrive at two local causes these
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TM+1).
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T3 (+1)
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OR AND EOR
Large M2 (+10) T2 (+10) R
Ext. OR
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M2 (+1) T2 (+1) Ext. M8 (0)
| | Fire I
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OR -1 ' 190
+ + o
PLG+1) TI(+1) (%ee below)
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eta Action
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Controller -
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+ I R d
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Figure 33j Partial fault tree for the HNO3 process
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Figure 34t Partial fault tree for the HNO3. process
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being REVERSED VALVE ACTION and P11(-1). Note that we do
not have to state the condition P11(+1) with REVERSED VALVE
ACTION since this event is normally true given PUMP SHUTDOWN
(+1). An  EOR gate is the proper operator since, if both
events occur, a cancelling signal will be sent forward.
Next do Pl11(-1) and determine that the only cause 1is PUMP
SHUTDOWN (-1). This is both illegal and inconsistent so
delete 1it. The tree at this point is shown in figure  35.
Finally we must develop M2(0). We do this in exactly the
same way as we developed zeros along the negative feedback
loop. M2(0) has no local inactivators so use an OR gate
with P11(0) as its input. P11 has one inactivator (LINE 11
PLUGGED) so use an OR gate with it and PUMP SHUTDOWN (0) as
feeds. Delete PUMP SHUTDOWN (0), however, since it violates
the PUMP SHUTDOWN (+1) consistency requirement. The fault
tree 1is now complete and is shown in figure 36. Gates with
no feeds and single feeds have been removed.

This tree was developed in a rigorous fashion. Several
useful short cuts could have been used. First, when looking
for inactivators along either negative feedback or negative
feedforward loops, it 1is not necessary to proceed stepwise
along the loop. One simply needs to use an OR gate with the
appropriate edges as inputs. The same thing may be done
when looking for reversals along a negative feedforward loop
except that an EOR gate must be used as the operator.
Second, duplicate events need only be developed once. One

must be careful, however, that the events carry the same
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Figure 351 Partial fault tree for the HNO3 process’
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consistency requirements with them. This was true for P7(0)
and P6(0) so the development was only done once. It was not
true for M2 (+10) since in one case we had the consistency
requirement PUMP SHUTDOWN (+1) and in the other case we did
not. Because of this, M2 (+10) was developed twice with
different sub-trees.

We have now gone completely through the process of
constructing a fault tree for a specific process. All of
the basic concepts of modelling and fault tree construction
have been demonstrated. In the following sections, we shall
present some extensions on the basic ideas which will ©prove

useful 1in analyzing other systems.
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MODELLING EXTENSIONS

The nitric acid process illustrated how to model
process components. In addition to models for the
equipment, we also need digraph models for the human
operator. Fortunately, operating procedures and their

associated failures can be modelled using digraphs. Consider
the flowsheet shown in figure 37. An operating procedure

for this process 1is that if the high pressure alarm comes

on, the operator is to move the switch for valve VI to the
closed ©position. This should stop the feed and halt the
pressure rise. Using digraph models for the reactor, valve,

switch, pressure alarm, and human operator, construct the
system digraph for the event REACTOR PRESSURE (+10) shown in
figure 38. The connections between HPA and VI SWITCH were
developed wusing a model of the human operator given the
stated operating procedure. Note that the operator appears
on the digraph in a position similar to where a continuous
PID controller might appear. This is because the operator
functions similar to the way a controller would work. He
senses a signal - the high pressure alarm. Then an action
is computed using the operating procedure. Finally an
action 1is taken - the VI switch is actuated. As shown on
the digraph, failure mdoes for the operator can also be
easily captured. The ability to capture operator action on
the digraph is a valuable feature of this type of modelling.
It allows the analysis of possible failures in the operating

procedure as well as failures in the equipment. This 1is
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important since the operator is a critical component in many
chemical processes.

The systems discussed up to this ©point have been
continuous in nature. Other important types of systems are
those which are sequential. Systems of this type have the
characteristic that the process configuration changes with
time. Probably the best examples of these systems are batch
processes. Sequential systems present special problems in
analysis since events which have occurred in previous time
periods often determine which failures are most important in
the current period. In order to construct fault trees for
sequential systems, we must first determine if digraph
models can capture sequential behavior.

Consider the system shown in figure 39. This is a
system designed to dry air by passing it through two alumina
beds. One bed is used for drying while the other is
regenerating. The system is sequential since, after a
certain period of time, the two 4 way valves change position
causing the beds to change service. Consider a model for a
4 way valve. The digraph model for flows through a 4 way
valve 1is shown in figure 40. Note that the flow from stream
4  (F4) may be affected by either the flow in stream 1 or
that in stream 2 depending on valve position. We are able
to capture this by drawing appropriate edges and labelling
them with the conditions under which they apply. Recall
that the models we developed previously always had one edge

between nodes which had.no condition on it. This edge
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VP=-10

+1IF VP=-10

+1 IF VP=-10

Figure 401 4 Way Valve Model
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represented the normal operating State. With sequential
devices, however, the normal state is a function of some
other variable.Hence sequential models will always have
conditions on their edges which state the conditions under
which those edges apply. The condition itself may be traced
further back in the digraph. For instance, since the 4 way
valve position is —controlled by a timer, we would trace it
further using a digraph model of the timer. The timer model
for the dryer process 1is shown in figure 4l1. Once the
entire digraph has been developed, we may then proceed with
the synthesis of the fault tree using the operators
previously discussed. Conditions which are time dependent
will naturally appear on the fault tree since they are
already on the digraph. The top of the fault tree for the
event HIGH WATER CONCENTRATION IN STREAM 25 is shown in
figure 42. Note that some failures are time dependent while
others are not. A more complete discussion on sequential
fault tree analysis of this system has appeared in the
literature [11]. A copy of the article is in appendix A.
Having presented some extensions on digraph models, we
shall next present some extensions on the operators used to
construct fault trees. These extensions will considerably

enlarge the types of systems which can be handled.
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EXTENSIONS OF THE SYNTHESIS OPERATORS

What happens if a variable is on two negative feedback
loops? For a single negative feedback loop, there were
three ways of getting a disturbance through the loop. These
were first to send a disturbance into the loop which it was
not designed to handle, second to send a disturbance which
the loop should handle and then inactivate the loop, or
third have the loop itself cause the disturbance. When two
negative feedback loops are involved, large disturbances
will still go through both loops so that a portion of the
operator remains unchanged. Normal disturbances, however,
must also get through both loops. Assuming that either loop
is capable of removing the disturbance, we must inactivate
the negative feedback system. This can be done by either
inactivating both loops or by having the loops fight one
another. Hence, three possibilities exist, 1inactivate both
loop 12 and loop 2, reverse loop 1 and keep loop 2 normal, or
reverse loop 2 and keep loop 1 normal. 0f course, the
events which are normally true are not developed. The loops
could also cause a disturbance in three possible ways. They
are reverse both loops, reverse loop 1 and inactivate loop
2, or reverse loop 2 and inactivate loop 1. The complete
fault tree operator 1is shown in figure 43. Note that this
operator assumes both loops to be of equal strength and
speed. If the loops differ, then certain parts of the
operator will change. For instance, 1if loop 1 is much

faster than loop 2 then.in order to get a disturbance
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through the system, it is only necessary to reverse loop 1.

Since loop 2 is slower than loop 1, it is in effect 1inactive

under these conditions. Note that if one loop 1is assumed to
always be 1inactive, the operator reverts to the single
negative feedback loop case. For three or more loops,
similar extensions may be made. One simply lists those
permutations which ©produce the desired results. The

extensions needed to handle negative feedforward loops with
more than two branches are exactly those presented above.
They are, of course, applied to the negative feedforward
loop operator.

To demonstrate the use of the multiple loop operator,
consider to system in figure 44. The digraph shown is
developed for the top event TANK PRESSURE (+10). This
variable is on two negative feedback loops, both of which
should be able to handle this disturbance. One loop
corresponds to the relief valve while the other 1is through
the human operator. The procedure modelled is that the

operator is to open the dump valve V1 to relieve the

pressure if the high pressure alarm comes on. The fault
tree 1s shown in figure 45. Note the application of the
multiple loop operator to the top event. This tree also

illustrates how to handle loops of different <capacities.
When developing L(+10), the multiple loop operator is not
employed even though L is on two negative feedback loops.
The reason for this is that one of the loops, the level

control loop, 1is unable to handle the +10 deviation. For
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this reason, we do not expect it to <cancel the disturbance,
and we only analyze it as a possible disturbance source.
With the extensions presented in the last two sections,
we can now analyze a large range of systems. Since the
preocedure for synthesizing the fault tree is algorithmic,
it may be possible to program it so that the digital
computer can be used for assistance. This topic is

discussed in the next section.
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COMPUTER ASSISTED FAULT TREE SYNTHESIS

A computer program called FTS (Fault Tree Synthesis)
has been written which constructs fault trees using the
algorithm discussed previously. The operations performed by
the program are exactly those described in the section
describing the algorithm. Before using the computer,
however, a way must be developed for conveying all of the
information in the digraph to the program. What different
pieces of information are contained in the graph? The nodes
of the digraph represent process variables and events. For
example, nodes such as T4 denote variables and those 1like
PUMP  SHUTDOWN represent events. During the course of the
synthesis, these nodes will take on values. The value

associated with an event node denotes whether or not the

event occurs. Nodes having inputs are termed “connecting
nodes”. Some nodes have no inputs. These correspond to
either primal variables or events. The edges of the digraph
show how the nodes (variables or events) are connected.

Gains associated with the edges determine how one node
affects others. In addition, certain types of edges are

conditional upon other events (REVERSED VALVE ACTION is an
example).

Therefore, classify each node according to two
different criteria, the first being whether it corresponds
to an event or variable and second whether it is primal or
connecting. Edges can be grouped into two classes, those

which are conditional on some other event and those which
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are not. In order to identify the various types of nodes
and edges on the digraph, numbers are assigned to them

according to the following table.

Name Type Number
Node Connecting Variable 1001-N
Node Connecting Event 1001-N
Node Primal Variable (N+1) and up
Node Primal Event (M+1)-1000
Edge Conditional 1-M

Edge Unconditional (Not Numbered

Table 2: Digraph Coding Key

Thus one first assigns all <conditional edge values of 1
through M Next any nodes corresponding to primal events
are numbered beginning with M+1. Then any nodes denoting
connecting variables or events are assigned values of 1001
through N. Finally any remaining nodes corresponding to
primal variables are numbered beginning with N+I1.

Input to FTS then takes the following form. First the
values of M and (N-1000) are listed. These provide
information on how many conditional edges and connecting

nodes exist. Next, the inputs to each connecting node are
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listed along with their appropriate gains. If  input is via

an unconditional edge, the value of the node from which the

edge originates 1is listed. If it is by a conditional edge,
the value of the edge itself 1is used. The gain associated
with each edge is listed immediately below its value. This

block of data allows FTS to determine the <connectivity
within the graph. Next the nodes from which each
conditional edge originates are listed. Together with the
first block of data, this allows the program to determine
special cases of “conditional connectivity”. Finally the
node corresponding to the top event is listed along with its
value. This tells FTS where to begin on the digraph.

Figure 46 shows the digraph for the HNO3 problem
numbered for input to FTS. In figure 47 , the actual input
to the program is listed. Run time for this problem was
approximately one second on an IBM 360/67 computer. The
output from FTS is shown in figure 48 and a tree constructed
from it follows in figure 49. Note the feedback structure
in gate 1 and the feedforward construction in gate 13.

FTS is a prototype system and has not been tested
extensively. A  copy of it is on file in the Department of
Chemical Engineering at Carnegie-Mellon University.
Appendix E contains an article [12] describing a larger

system on which it was used.
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11 ( = Number of connecting nodes andconditional edges
2 —Number of inputs to node 1001
10 1013 -—Inputs to node 1001
-10 1 -Gains associated with inputs to node 1001
3
1001 1004
1 1 -1
1
1002
1
9 8 3 1005 1
1 -1 - 1 1 -0
2 1006
0 1
4
1002 1010. 1008 7 o )
1 1 1 1 Connectivity Information
1 for Nodes 1002 - 1011
1006
1
1
1014
1
5 10
0 1
6 1009 1012
10 -10 1
1
1010
1
1005 Origin of Conditional Edge 1
1006
1005 Origin of Conditional Edges 2-6
1004
10
1009
1006 Definition of Top Event

Figure 47» Input For FTS Program
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0
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0
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0
0
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1004 OR
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6
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10 10

8
AND-16-9
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1 2
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5 6
1 1
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1013 -13

-1 0

: Output From FTS For HNO3 Problem
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associated values.)

indicate gate connections.
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CONCLUSTIONS AND RECOMMENDATIONS
A formal method of modelling process components for use
in fault tree analysis has been developed. Digraph models
are able to capture the behavior of components as well as

the procedures used by operators in running a process.

Sequential behavior can be captured easily using the
conditional edge feature. The models developed in this
thesis are for chemical process components. Digraphs,

however, can also be used to capture <cause and effect 1in

electrical, mechanical, and nuclear systems. Since this 1is
the case, these systems can also be analyzed using the
procedures developed in this thesis. Different levels of
modelling are also possible. Hence, simple analyses may be

done with simple models and more complex models reserved for
more detailed studies. Digraph models also allow a
convenient way of storing expertise and experience.

An algorithmic procedure for fault tree synthesis has
been defined. The procedure focuses the analyst’s thinking
on the important interactions in the system, these being the
loops in the digraph. Fault trees synthesized using the
method are highly structured. This 1is quite important since
it allows the analyst to easily modify the trees to reflect
changes in the system. It also suggests a basis of
standardization for fault trees. With practice, the time
needed to synthesize fault trees can be significantly

reduced.

In order that this method be useful, it is critical



94

that high quality models be available to the analyst. Since
the algorithm is an information processor, fault trees
developed using it will only be as good as the models used
to describe the system. It is recommended that future work
be aimed at the development of these models. Data for the
equipment models could be gathered from personnel who have
expertise concerning various pieces of equipment. A high
quality library of models could be built in this way and
would be of considerable value in itself. Operating
procedures will vary from system to system so it would be
useful to have a language whereby the procedures could be
easily translated into a digraph model. This model could
then be linked along with those from the equipment library
to from the system digraph. Having done this, the analyst
could proceed with the construction of the fault tree using
a graph that has the expertise of a number of different
people stored in it. With this, high quality fault trees

can be developed without expending a large amount of time.
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gau«s«t f> h  systems safety technique for determining the logical combinations of events which could

Arroa2arf 0CCUr' Digraph models are proposed which describe sequential relationships be-
comPu,er program which automatically constructs fault trees from digraph models is illustrated

lur an air-arying process.

Introduction

Fault tree analysis has been used in the aerospace, elec-
tronics, nuclear, and chemical industries to aid in (1) the
discovery and control of failures before they occur; (2) the
analysis of accidents, and (3) the planning of maintenance
activities (Fussell, 1974; Powers. 1974). In the use of the fault
tree method many safety analysts have expressed concern over
the ability of the method to handle sequentially dependent
events.

Esary recently illustrated the problem of applying fault tree
analysis to sequential systems (Esary and Ziehms, 1975). In
his analysis he considered a phased-mission in which the
status and function of the components within a system depend
on the phase (time sequence) of the mission. Esarv presented
a fault tree for the phased mission which was composed of
sub-trees, one for each phase in the mission. He also presented
an excellent discussion of the difficulties involved in calcu-
lating the probability of system success given the sequential
interdependence of events. In this paper we present a strategy
for partially automating the synthesis of fault trees when se-
quential interdependencies are considered. The key to the

COOLING WATER

(OUTLCTI
O) 2 1@ 1
THOT)” —Q|o
rt Slfr {temperature 1REACTOR>
T EXCHANGER SENSOR
1©
fT1 vy ft - JrEMPe«ATuRE
(n) AV 0" CONTROLLER
... 1 © S

CORHHS.

Figure I. Flow diagram for part of a nitrification process. When low
pump speed is sensed at the pump, valve 1 is closed.

Figure 2. A cause-and-effect model for a control valve.

method is the development of cause and effect models which
explicitly consider the possible sequential interactions be-
tween events. These models are used in an algorithm which
automatically generates fault trees.

Digraph Models

In a previous paper (Lapp, 1977), we have developed the
concept of a digraph model for the description of both the
normal and failea behavior of components in interconnected
systems. The models will be briefly reviewed here and ex-
tended to sequential situations.

VP* %10

IF VPx*

Figure 3. Cause-and-effect model for a four-way valve.

LINE tt PLUGCFn

SHUTDOWN

‘reverseo
VALVE
ACTION
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Tx TERNAC
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LOCATION extermal
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Figure 4. A partial cause-and-effect model for the output variable
temperature in stream 4 (T4) in Figure 1
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* Time
since
beginning
of cycle, h 3W 4WI

Value position
(steam connections)
Time
period

11-12 18-19
/) AND
22-23
18-19
AND
22-23
18-23
AND
22-19
18-23
AND
22-19

Return to Time Period 1

11-18
11-12
/)

11-18

In developing logic models for physical systems, it is nec-
£5SArY to capture the cause-and-effect nature of interactions
which occur between the variables which describe the system

Table II. Sequential Dryer Process Events

Title

event
Lmber Probability
1 2.00X 10°
2 5.00 x 10'*
3 1.20X 10'4
4 7.15 X 10"
5 3.30X 10-'
6 1.67 X 10-'
7 4.72 X 10-*
8 5.00 X 10-*
9 1.20 X 10**
10 1.67 x 10-°
11 4.72 X 10-*
12 8.63 X 10-5
13 3.30 X 10-'
14 5.00x 10-4
15 5.00 x 10-4
16 7.15X 10-4
17 7.99 X 10-1
18 5.00 X 10*4
19 7.15 X 1Q-4
20 4.72 x 10-*
21 4.72 x 10-*
22 8.63x 10-5
23 1.00x 10-5
24 2.10x 10'*
25 5.00 x 10-*
26 4.72X10-*
27 4.72 X 10-*
28 8.63X 10-
29 5.00X 10-4
30 5.00 X 10-*
31 2.99X 10~
32 5.00 X 10-*
33 2.10 X 10*¥
36 5.00 X -10*%4

Text

4-Way valve leaks across

Fire at Bed 1

No alumina in Bed I, or
channeling

4-Way valve II motor
failure

Time = 1

Time = 2

4-Way valve II timer
changes at wrong time

Fire at Bed II

No alumina in Bed II, or
channeling

Time = 4

4-Way valve II timer fails

4-Way valve II control line
29 cut

Time = 3

Inlet air flow up

Proportionating valve pres-
sure up(P10)

4-Way valve I motor failure

Heater leaks steam into air

Inlet air water concentra-
tion up

3-Way valve motor-failure

4;Way valve I timer changes
at wrong time

4-Way valve I timer fails

4-Way valve I control line
28 cut

Water separator trap
clogged

Valve 6 closed

External fire at separator

3-Way valve timer changes
at Wrong time

3-Way valve timer fails

3-Way valve control line
27 cut

Cooling water flow down

Cooling water temperature

up

Cooler fouled
External fire at cooler
Valve 4 closed

Inlet Air pressure up

Bed status

4WIIL Bed I Bed II

20-21
AND
24-25

20-21
AND
24-25

20-25
AND
24-21
20-25

AND
24-21

Regeneration In service

Cooling In service

In service Regeneration

In service Cooling

(i.e., temperatures, pressures, flow rates, concentrations, op-
erator action, voltages, valve positions, etc.) and events which
occur within the system (i.e., valve failure, fire, explosion,
operator error, weather changes, etc.). For example, consider
the flow sheet given in Figure 1. The system is composed of
valves, pumps, heat exchangers, etc. In order to determine how
failures or deviations in input variables propagate through the
system, it is possible to construct digraphs whose nodes rep-
resent events or variables and whose edges represent the re-
lationships between the nodes. Figure 2 illustrates a cause and
effect model for valve 5 in this system. Note that the edges
may be event dependent. That is, a relationship between two
variables may be dependent on the value of other variables
or events in the system. For example, the gain between the
pressure on the valve actuator P7 and the mass flow rate
leaving the valve M8 is normally +1. An increase in pressure
opens the valve and allows a higher flow rate. However, if the
pressure on the actuator is very high (P7 = +10) the gain is
0. The valve is wide open and further increases in pressure P7
do not give an increase in the flow rate M8.

If the edges in a digraph are made dependent on other
events in the system, it is possible to capture in one digraph
the sequential behavior of the complete system. Consider the
four-way valve shown in Figure 3. When the valve is in position
1 (valve position = VP = +10) the flow is from stream 1 to
stream 3 and from stream 2 to stream 4. In position 2 (valve
position = VP = —10) the flow is from stream 2 to stream 3
and from stream 1to stream 4. A digraph for this valve is given
in Figure 3 where VP is the valve position. If, from another

AumnA ecu

Ficon 6. Flow diagram of a utility air drying process. After King
(1970).
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Figure 7. Input-output models for the equipment in the utility air drying process.

Figure 8. Part of the digraph for the utility air drying process.

partofthe system, the position of the four-way valve is com -
manded to a particular sequence of positions, these sequences
will be conditionals which modify the relationships between
F1, F2, F3, and F4. For example, the event F3 (+1) equals (FI
(+1) AND VP (+10)) OR (F2 (+1) AND VP (-10)). If VP
(+10) isdependent on other events they may be expanded into

the appropriate Boolean expression and substituted for VP
(+10).

Digraph models of this type are able to describe both
combinational and sequential logic relationships. They are
much more compact than truth tables, decision tables, or finite
state models. In addition, the Boolean logic is computed from
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GATE tUMBER 85
OR

COOLTtG VATER
TEMPERATURE UP
PRIMAL EVEtT 30

COOLTtG VATER FLOV
DOVM

PRIMAL EVEtT 29

1
tIGt PRESSURE FROM
3 VAT VALVE TO BED
T TtROUGt % VAT
VALVE T

1
GATt tUMttt 107
AtD

3 VAT VALVE TIMER
FAILURE AT TIME »

GATE TUMITT
ATP

3 VAT VALVt TIMER
FAILS
FBIMAL EVEBT 27

StQUEITIAL DRTtR PROCtSS
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« VAT VALVE II
VROMG FOSITIOM -
LIME 29 CUT AT
TIME * 2

--GATE BUMBEB 22
AMD

1.6301

* VAT VALVE II
COtTROL LIME 29
cuT

PRIMAL EVEMT

HIGB PRESSURE Tt
COOLER OUTLET
STREAM LSTIEAM 3]

TRAMSFER TO GATE
86 0t PAGE S

COOLER FOULED
PRIMAL EVEBT

1

1
TIGI FLOV FROM Tit

1 VAT VALVE -
TtATtR JUtCTIOt
ISTitAM 117

1
GATt TUMBIB 1H
0B

TIME * 3
PRIMAL EVEBT

< VAT VALVE II
COMMAMDED TO VROMG
FOSITIOM AT TIME «
1 0K 2

TRAMSFER FROM GATE-
19 0t PAGt 2

I

T
BIGB VATER
COMCEMTRATIOM 1B
COOLER OUTLET
STREAM ISTfEAM 3]

TRAMSFER TO GATE
67 0t PAGE 6

EXTERBAL FIRE AT
COOLER
PRIMAL EVEBT 32

1

T
1 VAT VALVE IS It
TIE POSITIOt

STREAM 11 TO 17
[BEATER BTIASSED)

GATt IU.\ﬁfB 77

3 VAT VALVE TIMER
IgILURE AT TIME «

1
GATE 10MIti 10
AID

3 ¥4f VALVE TIMER
FAILS
PtIMAL tVttT 27

107



iwn.i«ifunu ru rn/ruHQ * »kl VALVe |

lige 29 c:t PG%,ZIOM 4% TI*E f/Meff FAILURE AT POSITION AT TIMS - TIMER FAILURE AT
r.°r«3 1 2 TIME * 1 \ OR 2 TIME » 2 108
TRANSFER FROM GATE...... GATE RUMBER 5¢ TRAMSFER FROM GATE. GATE MUMBER

412:[ 57 OK PAGE AMD]: 57 OM PAGE AMD:[

© VAT VALVE 11
(ﬁBROL LIME 29 » HtVf/ % VAT VALVE 1
1 TIME * 1 TIMER FAILS TIME * 2 TIMER FAILS

PRIMAL EVEMT PRIMAL EVEMT PRIMAL EVEMT PRIMAL EVEMT

2.1001
ft & closed
HAL tVEMT 33
BIG! PRESSURE IM
OUTLET FROM TBS 3
VAT VALVE V
HATH BIP
GATt 1UMBtt 1it
AMD
1ZGt PRESSUSt It
fttD TO TBS 3 VAI
fALVt yITS HEATER
TTPASSED
GATt 1UMBtt 122
AID
: t
3 VAT FALVt 3 VAT fALVt 3 VAT VALVt IS II
COITROL Lilt ILITt COITIOL Lilt ILITt THE POSITIOM HIGH PRESSUBt II
27] CUT AT TIME m 271 COT AT TIMt « STREAM 11 TO 17 FEED TO TBE 3 VAT
1 I 3 CHEATH BIPASSEDI VALVE CSTRfAM 111
f
81 GATt TUMBER 92 TRAMSFER TO GATE GATE M JMBER 137
AIDI AID 77 OM PAGE 3 ir
*. 6301705
I IIGI P1tSSURt II
3 VAT VALVt 3 VAT VALVt PROPORTIONATIMG
COITIOL LIMt 27 COITIOL Lilt 27 TILtT All PRtSSURt VALVE IMLET
Tint » i cuT TIMt « 3 cuT up ISTREAM 7]
PIIMAL tftlT PIIMAL tVHT PIIMAL TVtIT PITMAL IVtIT 21 PIIMAL IVtIT 36 I

TRAISFtl TO GATt
123 01 PAGt 5

StQUtITIAL D I M HOCTISS

Flfnr* 9 continues
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» VAT TALVS T IS
COMMANDED TO VP. 0BG
POSITION AT TIME «
109 2

TMABSFER FROM GATE--

S7 0B FACE 2

3.3001

rim *1

PRIMAL EVERT N

BIGB VATER COBC.

PBOM 3 VAT VALVt -

BEATER JUBCTIOB
ISTREAM IT

TRARSFER FROM GATK-

%3 0B PACK 2

1

1
1 VAT VALFfI IS IR
TBE POSITIOR
STREAM 11 TO 17
TttATEB BTPASSED]

TMABSPEM TO GATE
77 OB PAGE 3

1
1
s.000T-0%
1
IBLET AIR VATER
CORCERTRATIOR UP
PMZMAL EVERT 11

1
1
2.000ff-C3

1
B VAT VALVE LEAKS
ACROSS

PRIMAL EVERT 1

1

!
* VAT VALVE II IS
IB THE PCSITIOR
STREAM 20 TO 25,
ABD 2% TO 21

TMABSFKR TO GATE
S OR PAGE 2

1

1
BIGB FLOV TC = VAT
I VBICB CCNBEZTS
STREAM 11 TO 23.
ABD 22 TO 19

fRABSFER TO GATE
26 OR PAGE 1

Pa o

* VAT VALVE 1
VRONG PCSITICM -

LIRE 21 CJT AT

TIME m 1

~-GATE BUMBER 60

ARDI
I

M)Of'IOS

% VAT VALVE I
CORTROL LIRE 21
curt

PRIMAL EVERT 22

BIGB VATER COBC.
FROM TRE 3 VAT
VALVE VITB TBE
BEATER BTPYSSED

--GATE BUMBBR »

ABD

1

1
BIGB VATER
COBCEBTRATIOB FROM
THE 3 VAT OUTLET
LSTREAM 17]

GATE RUMBER 63
ARD
1

1

1
3 VAT VALVE IS IR
TBS POSITIOR
STREAM 11 TO
iHEATER BTPA

D]

1
TRARSFER TO GATE
77 OB PAGE 3

1

1
BIGB PRESSURE FROM
BED IT VITH <& VAT
IT CORRECTING BED
IT TO TEE COOLER

1
GATE BUMBER T
ARD

\

1
1

1
HIGH PRESSURE IR
OUTLET STREAM FROM
ALUMIRA BED IT

GATE BUMBER 75
OR
1

1

1
RICH PRESSURE FROM
3 VAT VALVE TO BED
IT THROUGH « VAT
VALVE I

TRARSFER TO GATE
13 OB PAGE 5

#» VAY VALVE T IS
COMMANDED TO VRONG

u VAT VALVE T
VRORG PCSITIOR -

POSITIOR AT TIME - LIRE 21 CUT AT

1 O0R 2 I TIME -« 2

TRARSFER FROM GATE-- --GATE RUMBER 61
57 OR PAGE 2 ARDI

I. 6301:[05
l.670fTOl » VAT VALVE I
CORTROL LIRE 21

TIME « 2

PRIMAL EVERT 6 PRIMAL EYEBT 22

BIGB VATKB
COBCEBTRATIOB IB
7IR TO AUJMIBA BED

TRARSFER FROM GATS
16 0B PAGE 2

1

1
# VAT VALVE T IS
IR THE POSITIOR
STREAM 22 TO 19,
ARD 11 TO 23

TRARSFER TO GATE
11 OR PAGE 2

1 1
1 1
1.000ff-0S 1
BIGB TEMPERATURE
IR COOLER OUTLET
STREAM LSTREAM 3]

1
VATER SEPARATOR
TRAP CLOGGED

PRIMAL EVERT 23 1
GATE BUMBER 73
u
1
1 1
1 1
5.00Qff-0% S.000f1-0%
1 1
COOLTRG VATER FLOV COOLIRG VATER
DOVR TEMPERATURE UP
PRIMAL EVERT 29 PRIMAL EVERT 30

SEQUENTIAL DRIER PROCESS

HIGH FLOV TO TRE 3
VAT VITH BEATER

HIGH FLOV FROM THE
3 VAT VITR HEATER

BTPASSED BTPASSSED
1 1
TRARSFER FROM GATE- ---GATE RUMBER 106
91 OR PAGE 2 ARD

1

T ,
I 1
3 VAT VALVE IS IB
Sarok

THE POSITIOR
i
BLET AIR FLOV UP

STREAM 11 TO 17
[. HEATER BTPASSED]
PRIMAL EVERT 1% 1

TRARSFER TO CATE
77 OR PAGE 3

I

1.670rF01

TIME = %
PRIMAL EVERT

BIGB VATER COBC.

FROM PROP. VALVE
TO BED T THROUGH
VAT VALVE

... GATE BUMBER 1B
ARD

1

1
BIGB VATER COBC.
IB PROPORTIOBATIBG
VALVE IRLET

LSTREAM 7]
GATE BUMBER 72
OR
1
1 1
1 1
1 5.000Ff-01
2.100£f-03 1
1 EXTERNAL FIRE AT
VALVE 6 CLOSED SEPARATOR
PRIMAL EVERT 2ex PRIMAL EVERT 25
1 1
1 1
1 5.Q00ff-06
2.990ff-03
1 EXTERNAL FIRE AT
COOLER FOULED COOLER
PRIMAL EVERT 31 PRIMAL EVENT 32



3 VAT VALVE MJTOR
FATLURE AT TIME =

GATS MUMBER E
AMD

3 VAT VALVE MOTOR
FATLURE

PRIMAL EVERT 19
TIMS * *

PRIMAL EVEMT 10

t

3 VAT IS IM TMS
POSTITIOM STMSAM 11
TO 12 CFLOV
TMMOUGM HEITER]

TMAMSFSR TO GATS
*7 OM PAGE *

MIGM PMSSSURS IM
COOLSM OUTLET
STSEAM 1STREAM 3]

TRAMSFER TO GATS
110 Off PAGE 6

VALVt + CLOSED
PIIMAL ETEIT 33

MIGM FLOV FROM THE
3 VAT V»LVE VITU
FLOV THROUGH
HEATER

TRARSFER FROM CATE--

39 OM PAGE 2

IMCORRECT TIMER
SIGRAL TO 3 VAT
VALVE AT ME *

GATE MUMBER 6
AHD

». T 20ff06

3 VAT VALVE TIMER
CHASGES AT VROHG
TIME

PRIMAL EVERT 26

TIGT PLOV FROM TBS
3 VAT VALVS -
HEATER JUMCTIOM
ISTMEAM IT

TMAMSFSR FROM GATS-
11% Off PAGS 3

1

T
SIGH VATER
CORCEMTRATIOR IM
COOLER OUTLET
STREAM 1STREAM 3)

1
TRAMSFER TO GATE
111 OM PAGE 7

f

3 VAT IS IT THE
POSITIOI STREAM 11
TO 12 CFLOV
THROUGH HERTER)
TRAMSFER TO GATE
*7 Off PAGE &

3 VAT IS IM THE
POSIT ion STREAM II
TO 13 iFLOV
THROUGH HFITF,R)

--CATE RUMBER <

OR

f

3 VAT VALVE
COMMARDED TO VP.ORG
POSITIOM AT TIME «
2 OR =*

GATS MUMBER 66

OR]:

3 VAT VALVE VROMG
POSITIOR - LIRE 27
CUT AT TII\‘P-E * 2

3 VAT VALVE TIMER
FATLURE AT TIME =

TRAMSFER TO GATE GATE RUMBER
70 OM PAGE ¢ AMD

3 VAT VALVE TIMER

TIME * 2 FAILS
PRIMAL SVSMT PRIMAL SVSMT 27
HIGH PRESSURE IM
THE HEATER OUTLET
[STREAM 16)
1
~=GATS MUMBER 31x
AMD
£EXOFF PISSSUMS 11

ITtATST OUTLET
CSTIEAM Iff.

GATE Io{ﬁ"l 121

HIGH PRESSURE IM
THE FEED TO THE
Heater cstream 123

HEATER LEAKS STEAM
IMTO ATIR

T PRIMAL EVSIT 17
GATS MUMBER 136
AMD

HIGH PRESSURE IM
FEED TO THE 3 VAT
VALVS LSTRfAM 1)

TRAMSFER TO GATS
137 OM PAGS 3

stautmitL. m n noeiss

MIGR FLOV FROM THE
3 VAT VALVE VITH
FLOV THROUGH
BEATER

TRARSFER FROM GATE-
39 OM PAGE 2

ITHLET AIR FLOV UP
PRIMAL EVERT 1»

3 VAT VALVE VROHG
POSITIOM - LIRE 27
CUT AT TI]\‘T * %

TRARSFER TO GATE
71 OR PAGE 5

TIME = «
PRIMAL EVSMT

} VAT VALVt
COMMAMDSD TO VROMG
POSITIOM AT TIME »
2 Off *

TRAMSFEM FROM GATS-

1S 0ff PAGE *

TIMS * 2
PRIMAL SVSST

110

HIGH FLOV
HEATER

FROM THE

--GATE MUMBER
AMD

I

!
3 VAT IS IM THE
POSTITIOM STREAM 11
TO 1?2 tFLOV
THROUGH HEITER)

TRARSFER TO GATS
*7 OM PAGE »

I

!
3 VAT TIMER
FATLURE AT TIME

GATE MUMBER
AMD

3 VAT VALVS TIMER
FATLS
PRIMAL SVSMT 27

3 VAT VALVS VROMG
SITIOM - LIME 27
CUT AT TI « 2

--GATS MUMBSR 70
AMD

.. 'SOt'TOS

3 VAT VALVE
COITROL LIRE 27
cuT

PRIMAL EVSIT 21

imsk
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EXTERRAL FIRE AT
SEPARATOR
PRIMAL EVttT 2

# VAT VALVE
ACROSS
PRIMAL EVERT 1

LEARS

COOLItG VATER FLOV
DOVt
PRIMAL EYEtT 29

Enn. Qwin

RICH PRESSURE IR
FEED TO THE 3 VAY
VALVE LSTRfAM 11]

TRAtSFER FROM GATE—
137 OR PACE 3

BIGB TEMPERATURE
It THE COOLER
OUTLET LSTTEAVI 3]

GATE RUMBER 131
OR

COOLIRC VATER FLOV COOLIRC WATER EXTERRAL FIRE AT
DOUR TEMPERATURE UP ~ COOLER FOULED COOLER
PRIMAL EVERT 29 PRIMAL EVERT PRIMAL EVERT PRIMAL EVERT 3

tIGR VATER COtC.
It PROPORTIOtATILG
VALVE IRLET

BIG! PRESSURE It
COOLER OUTLET

[STREAM 7] STREAM LSTR:EAM 3]
TRAtSFER FROM GATE...... GATE RUMBER
0t PAGE 30R

COOLIRC VATER
TEMPERATURE UP
PRIMAL EVERT

EXTERRAL FIRE AT
COOLER
PRIMAL EVEtT 3

COOLER FOULED
PRIMAL EVERT

VALVE < CLOSED
PRIMAL EVERT

HIGH PRESSURE TT

FEED TQ THE 3 VAY

VALVE iSTREAM 11]
1

*GATE tUMBER 97

RIGH PRESSURE It
PROPORTICRATIRG
TtLET AIR PRESSURE VALVE IRLET
Up LSTREAM 7]
PRIMAL EVEtT 36
TRAtSFER TO GATE
91 0t PAGE 6

SEQUEtTIAL DRYER PROCESS
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RICH PRESSURE It
PROPORTIORA?IRC
VALVE IRLET
[STREAM 7]

-CATE tUMBER 123
OR

VALVE % CLOSED
PRIMAL EVERT

« VAT VALVE IT IS
It TEE POSITIOR
STREAM 20 TO 21.
AtD 2% TO 5

TRAtSFER TO GATE
11 0t PAGE 1

BIGt FLOV FROM BED
I VITt % VAT
COttECTIRG BED I
TO TBE CO
TRAtSFER TO GATE
92 0t PAGE 5
HGt PRESSURE It

FEED TO T3E 3 VAY
VALTE VZTH BEATER
BYPASSED

GATE tUMBER 96
AtD

3 VAY VALVE IS It
the pis: r
stream i t:

ITHEATER B‘{IASSEDJ‘

TRAtSFER TS GATE
77 0t PAGE 3

I

3 VAY IS It THE
PCSITIOR STREAM 11
TO 12 LFL3V
THROUGH HERTER]

TRARSFER TO GATE
*7 OR PAGE %



BIGB FLOV FROM BSD
I VITB « VAT II
C3BBECTIHG BED I
TO TBE CO

GATS BUMBER 92
ABD

I

!
BIGB FLOV FROM 3
VAT VALVE TO BED T
TBRO’ JGB ft VAT
VALVE T

TRABSFSS TO GATS
1% 0B PAGE 2

f

BIGB PEBSSURE PBOM
BED Z VITB = VAT
11 COBBECTIBG BSD
I TO TBE C:[)()LBB

TBABSFEB TO GATE
« 0B PAGE 3

I

1
BIGB PRESSURE IB
OUTLET PBOM TBE 3
VAT BALTS VITB
BEATiB BIPASSED

1
GATE BOMBEB 95
ABD

1 VAT BALBE IS IB
TBE POSITIOB
STREAM 11 TO 17
IMIATEB BTPASSED]

1
TBABSFEB TO GATE
77 OB PAGE 3

J:SB PRESSURE 1B
THE FEEZ 72 THE
3EATE it »STj}-iEAM 12]

GATB BOMBER 105
ARD

t

BIGB PRESSURE IR
PEED TO TBE 3 VAT
ALFfE TISTBEAM 11}

1
TBABSFEB TO GATS
97 09 PAGE S

5.000£-0ft

CCOLTHG VATER FLOV
DCVH
PRIMAL EVEHT 29

BIGB PRESSURE IB
OUTLET STREAM FROM
AUJMIBA BEp 1T

TBABSFEX PROM GATE-
75 0B PAGE ft

BIGB PRESSURE FROM
THE 3 VAT VALVE -
BEATER JUHCTIOB
ISTREAM 18

GATS BUMBER .ﬂi
OR

BIGB PRESSURE IB
THE HEATER OUTLET
ISTREAM 16

GATE BUMBER  10ft

HEATER LEAKS STEAM

r; oair
PRIMAL EVEHT 17

SIGH PRESSURE TH
TBS COOLER OUTLET

tSTREAM

GATS BU

COOLIHG VATER
TEMPERATURE UP
PRIMAL EVEHT

BIGB PRESSURE FROM
ALVE TO BED
IT THROUGH f VAT

-—-GATE BUMBER 83
ABD

1
1

-ft VAT VALVE I IS
IB THE POSITIOB
STREAM 22 TO 19.

23

It
TRABSPER TO GATS
ftl OB PAGE 2

I

I
BIGB PBESSURE IB
TBE BEATER OUTLET
16]

1
GATE BUMBER 103
ABD

IS 1B TBE
POSITIOB STREAM 11
12 CFLOV
TBROUGB HEITER]

TRABSPER TO GATE
ft7 OB PAGE «

SBQBEBTTAL DRIER PBOCESS

3]

MBER 139
OR

COOLER FOULED
PRIMAL EVEHT
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3 VAT A’ALVE
commasde* [0 vrobg
POSITIOH AT TIME «
2 OR %

TRAHSFER FROM CATE
66 OH PASS ft

f

1.670J-01

TIMS * fi
PRIMAL SVSHT 10

SXTERHAL FIRS AT
COOLER
PRIMAL EVEHT 32

3 vat valve vpc.h:
POSITIZH - IIHE 27
CUT AT TIME = =

... GATS HUMBER 71

3 VAT VALVE
COHTROL LTHE 27
cuT

PRIMAL E-EHT

VALVE < CLOSED
PRIMAL EVEHT

IPAGE
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544

HIGH VATER COHC.
IN PROPOFT!OKAT IMG
VALVE THLET
[STREAM 7]

TRANSFER PROM GATE-
0K PACE 3

BIGH FLOV FFOM BED
1 TO THE COOLER

COOLIMG VATER FLOV THFO’ JGH U VAT

COOLIMG VATER

DZVM VALVE 1T TEMPERATURE UP
PRIMAL EVEMT 29 PRIMAL EVEMT
GATE MUMBER %
AMD
+ HAT VALVE :: IS

5o
STREAM 2C¢ 70 21
AMD 2% TO FB

HIGH FLOV TO

ALUMINA BED I

TRANSFER 73 GATE
11 ON PAGE 1

TRANSFER TO GATE
13 OR PAGE 2

MIGM VATER COMC
IM PROPORTIONATING
VALVE THLET

[. STREAM 7]

TMAMSFER FROM GATE-
12 OM PAGE »

COOLIMG VATER FLOV COOLIMG VATER
DOVN TEMPERATURE UP
PBIMAL EVEMT 29 PRIMAL EVEMT

COOLER FOULED
PRIMAL EVEMT

MICK WATER
COMCEMTRATI0K TM
COOLER OUTLET
STREAM [STREAM 3]

--GATE MUMBER .7
OF

COOLER FOULED
PRIMAL EVEMT

1 VAT VALVE TII IS
IN THE POSITION
STREAM 20 TO 25
AMD 2% TO fl

TRANSFER TO GATE
5 OM PAGE 2

BIGB PRESSURE IM
COOLER OUTLET
STREAM [STEEAM 3]

---GATE MUMBER 110

EXTERNAL FIRE AT
COOLER

PRIMAL EVEMT 32

SEQUENTTAL DRIER PROCESS

BIGB VATER CONC.
IN PROPORTIONATING
VALVE INLET
LSTREAM 7]

TRANSFER FROM GATE-
72 ON PAGE u

COOLING VATER FLOV COOLING VATER
DOVN TEMFERATURE UP
PRIMAL EVEMT 29 PRIMAL EVENT

COOLER POULED
PRIMAL EVENT

BIGH VATER
CONCENTRATTION IN
COOLER OUTLET
STREAM [STTEAM 3]

--GATE NUMBER 111
OR

EXTERNAL FIRE AT
COOLER

PRIMAL EVENT 32

VALVE ¢ CLOSED
PRIMAL EVEMT

%_

S. OOOffIOS
L1001
EXTERNAL® FIRE AT I
COOLER VALVE % CLOSED
PRIMAL EVEMT 32 PRIMAL EVENT

I

BIGB FLOV FROM BED 5.COCT-0%x*
IT WITH = VAT II
CONNECTING BED TT COOLING VATER FLOV
TO THE COOFER DOVN
PRIMAL EVENT 29

GATE NUMBER 102
AND

BIGB FLOV TO H VAT
T VBICB CONNECTS
STREAM 18 TO 23.
AND 22 TO IQ

TRAMSFER TO GATE
26 OM PAGE 1

MIGM PLOV FROM BED
IT VITB % VAT II
CONNECTING BED TIT

VALVE m CLOSED TO TBE CO

PRIMAL EVEMT

TRAMSFER TO GATE
102 OM PAGE 6

BIGB PLOV PROM BED
I1 VITB * VAT II
CONNECTING BED TT
TO TBE COOLER

TMAMSFER TO GATE
102 OM PAGE 6
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|

i;s.¥ PRESS’ JRE FROM
SEC T KITH * »Ai
r CONNSitimj srr
I TO TSE CTOLER

TRAMSFER TO GATE
19 OB PAGE 3

CCCLIRG WATER
TBMPBRATJRE ' JP
PRIMAL EVERT

tIGB PRESSURE FROM
BtD II VITR =« VAT
IT COBBECTIBG BED
IT TO Tit §OOLER

TRAMSFER TO GATE
7% OB PAGt . -

IIGM PRESSURE PROM
BED II VITB = VAt
IT COBBtCTIBG BED
IT TO TBt £00LtR

TBABSFtR TO GATt
7« OB PAGt »

MtjB pressure ir
FEED TO THE 3 UAY
VALVE LSTREAH 11)

TRAMSFER FROH GATE
97 0K PAGE 5

HIGH FIFSSJRE IR
THE COHER OUTLET
[STREAM S)I

GATE NUMBER 101
OR

COOLER FOULED
PRIMAL EVERT

HIGH PRESSURE IR
PROPJRTTIORATIRG
VALVE IMLFET
[STREAM 7]]:

GATE HUMBER 98
OR

HIGH TEMPERATURE
IIT THE COOLER
OUTLET LSTIEAM 3J

TRAMSFER TO GATE
138 OR PAGE 5

EXTERRAL FIRE AT
COOLER
PRIMAL EVERT 3

VALVE « CLOSED

PRIMAL

SEQUENTTAL DRIER PROCESS

siaaninlL out”

rnoctss

EVERT

[« f 31

Hfur«9 continues
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GATE

UMBER

1
2

10
1
12
13
1%

15

17
11
19
20
21
22
23
25
21
27

29
30
11
32

Y
35
34
37
31
.0

GATE
TIPT

OR

AKD

AED

OR

OR

AKD

AKD

AKD

AKD

OR

0K

AKD

OR

AKD

AKD

OR

AKD

AED

AED

[

AED

AED

OE

AED

AED

0E

AED

AED

AED

AED

AED

AED

AED

OE

(U3

OF

AED

AED

[

(3

AED

OR

AED

AED

AED

AED

AED

OE

OF

AED

AED

AED

AED

AED

0E

AMD

PROBABILITT

DEV
OR

«CA

TE TABLE OF COKTKKTS

EtQUBRTIAL DKIKK PROCESS

KICK VATER

KICK VATER

BIGS VATER

BIGH VATKK

* MAT VALVE

11

* VAT VALVE TII

* VAT VALVE TIT

Is

TKCCKKECT 5TIGKAL

TKCOKKECT STGKAL

KIGB WATER

VAT VALVE IT IS

« VAT VALVE II

BIGH

KIGB

BIGH

BIGH

BIGH

BIGB

FLOV TO

FLOV FROM

FLOV FR

VATER

oM

3

VATER COKC.

VATER COKC.

# VAT VALVE II

» VAT

» VAT

%

*

VAT
VAT

EIGB

EIGB

KIGK

EIGB

EIGB

EIGB

*

5

1

EIGE FLOV FROM TEE

EIGE FLOV

VAT
VAT
VAT
VAT
VAT
VAT

VAT

VALVE

VALVE

VALVE

VALVE

FLOV TO

FLOV TO = VAT
FLOV TO * VAI

COKCEKTRATIOK

1T

1T

1T

1T

VATER COBC.

VATER COKC.

VALVE

VALVE

VALVE

VALVE

VALVE

VALVE

VALVE

11

1T

* VAT VALVE 1

# VAT VALVE I

TO % VAT

1s

EIGE VATER COBC

BEATER LEAES STEAM

EIGB VATER COBC

EIGB VATER CORC

3

3

5

=

*

1

VAT
VAT
VAT
VAT
VAT
VAT
VAT

VAT

IS TE TBE

VALVE

VALVE

VALVE

VALVE

VALVE

VALVE

VALVE

MO
1
1
1
1
1

I

EIGB FLOVBATE

5

5

I3

«

»

VAT
VAT
VAT
VAT
VAT

VALVE

VALVE

VALVE

VALVE

VALVE

EIGE VATER

TOR

Is

EIGB VATER COKC

EIGE FLOV FROM TEE BEATER
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COKCEKTRATIOK IK

COKCEKTRATIOK FROM

COKCEKTRATIOK FROM

COKCEKTRATIOK FROm

IK THE POSITIOK

MOTOR

MOTOR

FAILURE AT

FATLURE AT
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Figure 9. The fault tree for the event water concentration too high from the utility air dryer process.

the structure of the digraph. It is not necessary for the analyst
to preordain the logic (AND, OR, etc.) of the interactions
between variables.

With this type of model all foreseeable interactions may be
described. What remains is to interconnect the digraph model
for each piece of equipment in the system to obtain a model
for the complete system. Figure 4 shows a partial digraph for
the heat exchanger system shown in Figure 1. From the di-
graph model, fault trees may be directly deduced. The algo-
rithm for this deduction has been described previously (Lapp,
1977). Briefly, the procedure involves starting at the node in
the digraph which denotes the top event. The negative feed-
forward and feedback loops through a node determine how
it should be logically related to its inputs. The algorithm has
over 30 different logical expansions of a node. The input nodes
are logically expanded in a similar manner until the complete
fault tree is obtained. The consistency of intermediate events
and variables is maintained during the generation of the fault
tree.

After generation of the fault tree, the tree is listed, “drawn”
on a line printer, and put in minimal cut-set form. The mini-
mal cut-sets of a Boolean equation are the sets of events which
are sufficient to cause the top event and do not contain any
other sufficient sets of events. The fault tree for the event
temperature in stream 4 (T4) too high is given in Figure 5.

The following example illustrates the application of this
strategy to a sequential process for drying air.

M 1 Ind. Eng. Chem:. Process Das. Dev.. Vol. 16. No. 4, 1977

Example: Fixed Bed Alumina Air Dryers. Figure 6 il-
lustrates a process for drying air. Ambient air which contains
water vapor enters in stream 9. The air passes through a bed
of alumina (Bed I) where the water vapor is adsorbed. The
dried air passes out of the process in stream 25. This process
has been used by Professor C. J. King of the Department of
Chemical Engineering, University of California, Berkeley,
Calif., as a case study in process design.

In order to maintain a continuous supply of dry air, two
beds of alumina are employed. When one bed is removing
water from the inlet air, the other bed is being regenerated.
Regeneration involves passing hot air through a bed which has
been loaded to capacity with water. The hot air strips the
water from the alumina. The hot air leaving the regenerating
bed is passed through a condenser where water is removed.
The air is reheated and passed through the operating dryer.
The regenerated bed is then cooled with inlet air and switched
back into service. The same procedure is followed for the other
bed. Table I gives the sequence of operations for a complete
cycle.

If the outlet air from the process contains too much water
a number of pieces of valuable equipment downstream may
be destroyed. What could cause the water concentration in
stream 25 to be too high? One way to answer this question is
to construct a fault tree for the event concentration of water
too high in stream 25 (C (+ 1) Stream 25).

Input-output models for several of the pieces of equipment
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MOELEh IE:

S6CUENTIAL DRIER PROCESS

162 MINIMAL CUT SETS GENERATED.

TOP EVENT PROBABILITY* 2.00016-03

MINIMAL CUT SET NO. ITS PROBABILITY: 2. 00E-03
EVENT U 2.00E-03) 4 WAY VALVE LEAKS ACROSS

MINIMAL CUT SET NO. 3 ITS PROBABILITY: 1. 43E-08
EVENT 3( 1.20E-04) t:o ALUMINA  INBED I, OH CHANNELING
EVENT 4( 7.15E-04) * WAY VALVE II MOTOR FAILURE

EVENT 6( 1.67E-01) TIME » 2

MINIMAL CUT SET NO. 5

EVENT 3( 1.206-04) NO ALUMINA
EVENT 5( 3+30E-0 1) TIME 1

EVENT 12( 8.63E-05) 4 WAY VALVE II CONTROL LINE 29 CUT

MINIMAL CUT SET NO. ITS PROBABILITY: 1. 73E-09
EVENT 9( 1.20L-C4) CO ALUMINA IN BED II, OR CHANNELING
EVENT 10< 1.676-01) TIKE = 4

ITS PROBABILITY: 3. 42E-09
INBED I, OR CHANNELING

EVENT 12( 6.636-05) 4 NAY VALVE II CONTROL LINE 29 cutT

MINIMAL CUT SET hoO. 9 ITS PROEAPILITY:  5.04E-10
EVENT 4( 7.15E-04) 4 WAY VALVE II MOTOR FAILURE
EVNT 5( 3—306—01; TINE =
EVENT 161 7.15E-04) 4 NAY VALVb I MOTOR FAILURE

EVENT 31( 2.99E-03) COOLER FOULED

MZNIhAL CUT SET NC. 11 ITS PROBABILITY: 3. 54E-10
EVENT »( 7.15E-04) 4 WAY VALVE II MOTOR FAILURE

EVENT 5E 3—305—01; TIME * 1
EVENT 16( 7.156-04) 4 WAY VALVE I MOTOR FAILURE
EVENT 33{ 2.106-03) VALVE * CLOSED

MINIMAL CUT SET NO. 13 ITS PROBABILITY: 1. 87E-10
EVENT 3( 1.208-04) NO ALUHINA INBED I, OH CHANNELING
EVENT 5( 3-30E-01) TIME = 1
EVENT 7( % 726-06) AWAY VALVE IITIMER CHANGES AT WRONG

TIME

MINIMAL CUT SET NO. 15 ITS PROBABILITY: 1.87E-10

EVENT 7( A.726-06) AWAY VALVE II TIrfER CHANGES AT WRONG
TIME

EVENT 9< 1.206-0%) NO ALUHInA INBED 1II, OR CHANNELING
IILNT 13( 3-30E-01) TIME » 3

MINIMAL CUT SET NO. ITS PROFABILITY:  9.%6E-11
(VENT 9( 1.20E~ 04)N0 ALUHINA INBED II, OR CHANNELING
EVENT 10( 1.676-01) TIt~E * A
II5IIT  IH ». 726-06) A WAY VALVE II TIMER FAILS

MINIMAL CUT SET NO. 19 ITS PROBABILITY: 9.466-11
EVENT 3¢ 1.20E-04) NO ALUHINA INBED I, OR CHANNELING
EVENT 6< 1.67E-01) TIME = 2
tV»NT 7( 4.72E-06) AWAY VALVE II TIMER CHANGES AT WRONG

TIME

in the system are given in Figure 7. Note the time dependent
nature of the three-way valve, four-way valves, and the timer.
The input-output models were interconnected to give a di-
graph model for the dryer system. The complete digraph for
thin system contained 67 nodes and 439 edges. A reduced
version of the digraph is shown in Figure 8. Only the main
concentration and flow interactions are shown.

The fault tree generation algorithm required 30 s of IBM
360/67 time to generate the fault tree for this system. The tree
contains 143 gates and is shown in Figure 9. This tree is dif-
ferent from the usual fault tree in that common events such
as time periods are considered.

Probability data were gathered and estimated for the events
included in the tree. Table II presents the data. Over 100
cut-sets were computed for the tree. The first twenty are
presented in Table III.

An analysis of the cut-sets for this system indicates the
importance ofleaking of the four-way valve. The results of this
fault tree analysis in conjunction with economic consider-
ations of the dryer operation and other possible design or
iwmtonanrg corrections can be used to decide an appropriate

action.

MINIMAL CUT SET NO. 2 ITS PROBABILITY:  2.83E-08
EVENT 3(1.20E-04) NO ALUMINA IN EED I, OR CHANNELING
EVENT 4(7.15E-0U) 4 WAY VALVE IIMOTOR FAILURE
EVENT 5¢3-30E-01) TIME . 1

MINIMAL CUT SET NO. 4 ITS PROBABILITY: 1. 43E-08
EVENT «(7.15E-04) 4 WAY VALVE II MOTOR FAILURE
EVENT 9(1.20E-04) NO ALUMINA IN BED II, OR CHANNELING
EVENT 10(1.67E-01) TIME * 4

MINIMAL CUT SET NO. 6 ITS PROBABILITY: 3-42E-09
event 9(1.20E-04) NO ALUMINA IN BED II, OR CHANNELING
EVENT 12(8.63E-05) « WAY VALVE II CONTROL LINE 29 CUT
EVENT 1313.30E-01)" TIME = 3

MINIMAL CUT SET NO. 8 ITS PROBABILITY: 1. 736-09
EVENT 3(1.20E-04) NO ALUMINA IN BED I, OR CHANNELING
EVENT 6(1.67E-01) TIME = 2
EVENT 12< 8.63E-05) 4 WAY VALVE II CONTROL LINE 29 cutT

MINIMAL CUT SET NO. 10 ITS PROBABILITY: 3-54E-10
EVENT 4(7.15E-04) 4 WAY VALVE II MOTOR FAILURE
EVENT 553—30E—01; TIME =
EVENT 16( 7. 15E-04) 4 WAY VALVb I MOTOR FAILURE
EVENT 24(2.10E-03) VALVE 6 CLOSED

MINIMAL CUT SET NO. 12 ITS PROBABILITY: 1.87E-10

EVENT 3(1.20E-04) NO ALUMINA IN EED I, OR CHANNELING
EVENT 5(3MBOE-01) TIME « 1
EVENT IH 4.72E-06) 4 WAY VALVE II TIMER FAILS
MINIMAL CUT SET NO. 1 ITS PROBABILITY: 1.876-10
EVENT 9( 1. 20E-04) NO ALUMINA IN EED II, OR CHANNELING
EVENT 11(4. 72E-06) » WAY VALVE II TIMER FAILS
EVENT 13(3.30E-01) TIME i 3
MINIMAL CUT SET NO. 16 ITS PROBABILITY: 9. 46E-11
EVENT 7(4.72E-06) AWAY VALVE II TIMER CHANGES AT WRONG
TIME
EVENT 9(1.20E-04) NO ALUMINA IN EED II, OR CHANNELING
EVENT 10< 1.678-01) TIHE > 4
MINIMAL CUT SET NO. 18 ITS PROBABILITY: 9. 46E-11
EVENT 3(1.20E-04) NO ALUMINA IN EED I, OR CHANNELING
% EVENT 6(1.67E-01) TIME » 2
EVEHT 11(4.72E-06) 4 WAY VALVE II TIMER FAILS
MINIMAL pr NO. ITS PROBABILITY: 8. 44E-11
EVENT . 7. 15E- 04)4 WAY VALVE II MOTOR FAILURE
EVENT 5( 3.30E-01) TIKE * 1
EVENT 16( 7.15E-04) 4 WAY VALVE I  MOTOR FAILURE
EVENT 30( 5.00E-04)COOLING WATEH TEMPERATURE UP
Conclusions

With digraph models that contain edges that depend on
other variables and events, it is possible to include common
sequential behavior in a system digraph. This allows the
generation of a fault tree that contains events (like the se-
quence of valve operations) that afe normally true. The
analysis of the minimal cut-sets that result from this fault tree
allows the analyst to focus attention on the important parts
of the system.
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Computer-Aided
Fault Tree Synthesis

Procedures and computer programs now being developed should reduce
the amount of time, now measured in man-years, for carrying out a fault

tree analysis.

G. dJ. Powers and S. A. Lapp, Carnegie-Mellon Univ., Pittsburgh, Pa.

Fault tree analysis is one means for systematically iden-
tifying cause-and-effect chains of events which could lead
to environmental hazards. Once a fault tree has been con-
structed it is possible to compute the time dependent prob-
ability of occurrence of the hazard, given the probability of
occurrence of causing events.

The two major problems with this approach are in
1) generating the tree and 2) gathering the appropriate
probability data. We have developed a computer program
which aids in the generation of fault trees for chemical pro-
cesses. It uses signed digraph models for equipment. The
fault tree is deduced directly from this simple model of the
system.

Environmental risk assessment is becoming a more im-
portant aspect of the design of chemical processing plants.
Environmental impact statements, potential fines, and
lawsuits make the potential environmental risks an im-
portant business issue. In the assessment of risks it is
necessary to determine 1) the consequences of each po-
tential risk, 2) the probability of occurrence of each event,
3) the chains of events which could cause the risk, and
4) the costs of potential changes to the process and its op-
eration which might reduce the probability or conse-
quences of the event.

A number of techniques advocated for determining the
consequences of risks are commonly based on simulations
of the transport and interaction of released chemicals
with people and the environment. The results of the simu-
lation are estimates of the potential damages that might
result from releases of various sizes and types. The
adequacy of these estimates often depends on the state of
knowledge of the reactivity of the chemicals. At low con-
centration levels of exposure the prediction of conse-
quences is very uncertain. In the following discussion only
high concentration exposures, which usually occur over
short time periods, are considered.

Prediction of the probabilities of exposure is.a more
difficult issue. Intuitive techniques are less suited for the
prediction of probabilities than they are for consequence
estimation.

“Safety First,” a motto used by many chemical com-
panies, illustrates the importance industry places on pre-
venting personal, equipment, and business interruption
hazards. The employee safety records of the major chemi-
cal companies have been good. The probability of being

CEP April 1976

injured in a chemical processing plant is less than in many
other industries and much less than staying at home.
However, the process loss situation has not been as en-
couraging. A number of major losses have occurred due to
fires, explosions, and releases of chemicals in chemical
plants. In addition, more stringent laws are being pro-
mulgated to ensure worker safety and to prevent releases
of toxic or otherwise hazardous materials into the en-
vironment.

How can the chemical industry improve the safety and
reliability of their processes? How can they counteract
well-meaning but sometimes misdirected governmental
agencies? The key lies in careful attention to the design
and operation of each part of the chemical processes.

Figure 1. Steps in hazard assessment.
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Explosion

Figure 2
The hazard equation for explosion.

Designers must be able to analyze processes to foresee po-
tential failures. Operators of processes, as well as the
automatic control systems, must be trained to respond
rapidly to process failures.

In dealing with governmental agencies process designers
roust show that ‘all reasonable precautions have been
taken to reduce the probability of events to acceptable
levels.” This last sentence contains the key features of the
safety problem. The law is written so that the industry is
responsible for 1) identifying the potential events, 2) de-
ciding on reasonable precautions, and 3) reducing the
probability of these events to acceptable levels. These
three areas are where meaningful contributions to the
safety analysis of chemical processes can be made. One
needs to 1) identify events, 2) decide how to prevent these
events from occurring, and 3) compute and determine
what constitutes acceptable probabilities.

LZ1

The following describes one approach to this analysis
problem. The fundamental concepts for this approach
have been described in previous papers. (1.2) This article
will briefly describe the FTS (Fault Tree Synthesis) pro-
gram and illustrate by a simple example how it might be
used. The major points to be covered are 1) hazard iden-
tification, 2) hazard, consequence estimation. 3) digraph
models of individual equipment and complete chemical
processes, 4) fault tree synthesis, 5) fault tree evaluation
(probability calculations) and 6) use of the program for
new designs and for the review of existing processes.

Firstneed is toidentify process flow

Figure 1illustrates the major steps required to carry out
the quantitative safety analysis of a chemical process.
Initially the process flow diagram must be identified.
Second, the hazardous events that might occur within or
around the process must be discovered. Data are required
on the physical and chemical properties of the species in
the process and the mechanical and electrical properties of
the process equipment. Each potentially hazardous event
may then be evaluated to determine its possible costs (loss
of life, loss of equipment and material, loss of business,
and damage of the environment).

With the information derived from these steps a ranked
list of potential hazards may be constructed. What is re-
quired is the probability of occurrence of each hazard.

Since most of these events will occur infrequently, it is
not possible to take a direct statistical approach to the es-
timation of their rate of occurrence. What is needed is a
means for estimating the probability of hazardous events
from the probabilities of more common (and hence more
accurately determined) events.

Fault tree analysis (FTA) is one means for carrying out
this estimation. FTA is based on the assumption that the
hazard is a logical consequence of other events. That is,
if we knew the probability of occurrence of the set of
events which contains the necessary precursors to a fire we
could estimate the probability of the fire. In this manner,
the causative events are reduced to smaller and smaller
sets of events until a level is reached at which sufficient
probability data are available.

Figure 3. A sour water stripping system
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One major problem in this approach is the generation of
the sets of precursor events. These sets must contain “all”
the important events in the proper logical relationships.
The generation of fault trees can be a very time consuming
and error-prone procedure. For example, in an average
chemical process there will commonly be over 50 hazard-
ous events. This large number of incidents is because a
single generic hazard, such as release of toxic material,
could occur at a number of different locations within the
process.

Each fault tree will often require two to three man-days
to carry out the generation, documentation, and com-
putation of probabilities of failure. Hence, several man-
years of effort are commonly required to carry out a fault
tree analysis. A recent study by the U.S. Atomic Energy
Commission (WASH-1400) required over 25 man-years to
generate the fault trees for one boiling water reactor and
one pressurized water reactor. In addition, high quality
people are required to carry out the analysis. The mag-
nitude of the time required for analysis has retarded the
growth of the fault tree method in the chemical process in-
dustry. We are currently developing procedures and com-
puter programs (FTS) that we hope will greatly reduce the
time required for quantitative safety analysis.
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Symbolic process simulation

The FTS program is essentially a symbolic process
simulation. Following identification and evaluation of
process hazards, a symbolic model of the complete process
is assembled from models of individual pieces of equip-
ment within the process. Models that have been de-
veloped by experts represent the latest thinking on normal
and failed behavior of processing equipment. The models
are signed digraphs. We have developed an algorithm that
deduces the tault tree directly from the properties of the
digraph. Once the fault tree has been generated, it is placed
in minimal cut-set form and the probability of the top
event is computed.

The flow diagram is entered in a manner similar to other
flow diagram simulators. The equipment and streams are
numbered and the topology of the process network de-
fined. The characteristics of each piece of equipment and
each stream are also entered. The program constructs a
multilinked data structure that contains the information
on the process.

Potential hazards are identified by considering the
physical and chemical properties of the species within thf
process and the strength of the equipment. The species
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hazards are determined from 1) single species property
data such as detonation tendencies, toxicity, flammability,
explosivivity, etc. and 2) binary species data.

Binary data are required to determine whether species
within the process react with each other and if so under
what conditions. A binary species reaction matrix is con-
structed from data in the program’s library and from the
program user. Equipment related hazards are identified by
considering the pressure, temperature, and corrosion rat-
ings of the equipment. The result of hazard identification
is a list of hazards and the conditions required for their oc-
currence. Figure 2 gives the hazard “equation” for ex-
plosion.

How costs are determined

The total cost of each potential hazard is determined in
several ways. First, a detailed calculation of the blast
wave radius and high radiation fire radius are computed.
Equipment, people, and raw materials within these radii
are used in the cost evaluation. Business interruption ex-
penses are computed from product rates and values, and
the current delivery times for major pieces of process
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equipment. The impact of the release of toxic material is
based upon the magnitude of the release, plume spread
calculations, and toxic nature of the chemical species.
These features of the cost of a hazard are then combined to
measure the total potential cost for each hazard. These
estimates are used as a first approximation of the cost of a
hazard. More detailed estimates of each hazard will com-
monly follow the generation of the fault trees.

The program also contains several rating schemes used
by major insurance and chemical companies in the U.S.
These schemes use a relative rating scale for species,
equipment, etc. The ratings are based on past loss data and
intuition. These methods give a very rapid means for
screening potential total process hazards, but they are
usually not discriminating enough to use on specific equip-
ment faults within a process.

Following the evaluation of hazards within the process,
a ranked list of hazards is constructed. What remains is to
determine the probability of each hazard.

Signed digraphs are used as models for faults in the FTS
program. Models have been prepared for pieces of equip-
ment normally found in chemical processes (reactors,
pumps, pipes, mixers, tees, valves, sensors, controllers,
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REVERSE STEAM FLOW STEAM STEAM STM sp
CONTROLLER CONTROLLER CONTROLLER ©)
BACKWARD BROKEN ON MANUAL

COMPARATOR TEMP SENSOR
BROKEN BROKEN

etc.). Each module is an input/output matrix for the piece
of equipment. The inputs are variables whose information
could flow into the equipment.

In addition to the normal inputs, all known failure
modes are considered as inputs. That is, if a failure occurs,
how does it change an output variable? Finally, any
changes in relationships between input and output varia-
bles due to failure modes are indicated. For example,
plugging of a pipe changes the input/output relation for
pressure in that pipe.

Given a particular hazard equation and process flow
diagram, the FTS program assembles a digraph for the
complete process. The assembly of the process digraph
requires consideration of the gains and time constants for
each input/output relationship and for loops within the
digraph. The digTaph is analyzed to determine the domin-
ant loops with respect to gains and dynamics.

This reduced digraph is converted to a signed digraph
where the gains are +1, 0, -1, +10, and -10. The gains of
+10 indicate large changes which exceed the capacity of
corrective actions such as occur with negative feedback
loops. Modules also have been developed for the human
operator’s actions in the sensing of variables, computation
of control action, and taking control action. External fail-
ure models that predict the propagation of failures outside
of the process pipes are also being developed.

Synthesizing the fault tree

Lapp has developed an algorithm which deduces the
correct system fault tree from a signed digraph for the
process. The algorithm is based on a general classification
of cut sets in signed digraphs. The key features of the al-
gorithm follow:

1) The topology of the digraph is extremely important.
Negative feedback and feedforward loops are detected
and their elements determined. Cases of nested loops are
also considered. 2) Conditional expansion of events is per-
formed. That is, certain events may preclude others from-
occurring. The test for these conditions is performed at
each expansion of an event. 3) The changes in relation-
ships between variables due to failures are included.
4) Common cause failures are detected directly from
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the digraph. 5) Human operator actions are included.
6) Large deviations from normal conditions that alter re-
lationships between variables are considered. 7) Events
which have been previously developed are detected and
copied. This results in a large computation time savings.

Fault tree synthesis by this algorithm is rapid. Trees
containing 100 gates are generated in 10 cpu sec. on an
IBM-360-67 computer. Following generation, the trees are
“drawn” on a line printer.

The fault tree is passed to a subroutine which first places
the tree in its minimal cut set form. An algorithm similar
to that used by Fussell and Vesely (3) has been developed
for this task. Once in cut set form, probability calculations
are performed. At present, simple deterministic probability
values are used. We are extending the algorithm to handle
time dependent failure rates with repair.

Consider the flow diagram given in Figure 3. Ammonia
and hydrogen sulfide are being steam stripped from a re-
finery stream. The bottoms from the column go to a bio-
logical waste treatment facility. The “bugs” used in this
facility are very sensitive to the concentration of ammonia
in the waste. Several “kills” of the bugs have occurred due
to misoperation oi failures of the stripper system. These
losses of the waste disposal unit have caused fairly large
releases of organics to the river into which the unit dis-
charges.

The stripper system contains several control loops for
maintaining the constant operation of the unit. A reduced
digraph for the concentration of ammonia in the bottoms,
Figure 4, was constructed from unit models for the valves,
sensors, controllers, stripper column, pressure relief valve,
etc., that make up the stripper system. The fault tree for
this digraph is given in Figure 5.

From the fault tree and probability data on the causing
events it is possible to determine the important sets of
events which might lead to high ammonia concentrations.
Corrective designs could then be considered if the prob-
ability of occurrence proved to be too high. $
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ADDITIONAL COMMENTS

Completeness of the Algorithm
The fault tree synthesis algorithm presented in
this paper has been successfully applied to over one
hundred systems. Although no formal proof has been presented
for the technique, the author believes it to be complete

based on the results of the tests run on it.

Program Description
A listing of FTS follows this section. The function
of the main program and subroutines are presented below.
MATIN PROGRAM
1. Reads digraph input and top event definition.
2. Controls selection of appropriate subroutines
for synthesis of the tree.
3. Calls for output when tree is complete.
4. A number of statements used for debugging
purposes have been left in the program. These
allow one to examine intermediate results of
the program’ s execution.
5. All subroutines are called directly by the
main program.
SUBROUTINE PATH1
1. Creates the path matrix for each connecting
node and stores it in IPTH.
SUBROUTINE CYCLE1
1. Finds all negative feedback and feedforward
loops through the variable currently under

development and stores them in IC.



SUBROUTINE ORGT1

1. Determines the appropriate values for inputs

to the variable currently being developed.

2. Creates an OR gate and then stores the input
variables and their values in it.

3. None of the inputs are stored for later
consistency checks.

SUBROUTINE ORGTZ2

1. Sets us the first level of gates for the negative
feedback or feedforward loop(s) operator.

2. If this is the first entry on the negative
feedback loop, the variable is stored for consistency
checks. If a negative feedforward loop is involved,
the starting variable on it is stored for consistency
checks.

SUBROUTINE ORGT3

1. Sets us an OR gate and stores any local =zero

edge conditions on negative feedback or feedforward
loops in 1it. The next variable back on the loop

is also stored with a zero value.

SUBROUTINE ORGT4

1. Creates an OR gate and stores any local zero
edges on negative feedback or feedforward loops

in 1it. The next variable back on the loop is also
stored with a zero value.

3. This subroutine is only called if the variable

currently being developed has a zero value.



SUBROUTINE ORGT5

1. Creates an EOR gate and stores any local
inversion edge conditions in it. The next variable
back on the negative feedback or feedforward loop
is stored with its computed value.

SUBROUTINE ANGT1

1. This subroutine creates an AND gate. The
placement of this gate and its inputs are determined
by ORGT2 and the MAIN PROGRAM depending on whether
negative feedback or feedforward loops are involved.
SUBROUTINE CLNUP

1. This subroutine removes any single feed or no
feed gates from the tree and renumbers accordingly.
SUBROUTINE OUTPT

1. This subroutine prints out the fault tree.



LINE? SOURCE. FTSi

0000100 DIMENSION IPTH(500, 100), IpTF{500) ,ICSF(50),IC 130,20)
0000200 1ICF(30), V(4 0)

0000300 COMMON /ARcAIl/ IPRCP(500,10) ,IGAIN(500»10 ) *IFD(500),
cCCcoo400 IN,ICST(50,20), ICSVAL150,20),IF,IFAIL(100)
0Q00500 CCMMON / ARZA2/ 1G,IGV, IGMX,IGF,IGMN, I GATE{500 ,20 ), -
C000000 1I1GTVL (500, 18)

CCoo07o00 R£AD(5,101 ) IP,IF

C000800 101 FORMAT 1213)

C000 ~00 DG 10 1=1,IP

0001000 READ{5 ,102) IFD( I)

0001iJ0 J=I1FU(I)

0001200 READ(5,103) (IPROP(I,K) ,K=1,J)

0001300 10 READ{5,103 ) (IGAIN (I ,K),K=1,J)

0001400 102 FORMAT{I2)

0001500 103 FORMAT (1015)

0001600 DO 20 1=1,1IF

0001700 20 READ(5 *104 ) IFAIL(Il)

00018 00 104 FORMAT(15 )

C001500 READ (5,105) I1G,IGV

CC02 000 105 FORMAT(215)

0002100 IPI=1000+1IP

000220.) ICT=0

0002300 | GF=0

0002400 | GMX=0

uoo2500 igmn=i

0002600 CALL PATH(IP,IFD,IPROP,1PTH,1PTF)

0002 700 700 N=1G-1000

0002300 CALL CYCLE{IP, IFD, | PROP, 1PTF, I PTH, 1C,ICN, IGF, N)
0002900 I[F(ICN .EQ0.0) GO TG 100

0003000 DO 30 1=1, ICN

0003100 | GN =1

0003200 ICl =N

0003300 JFE=ICF(1)

0003400 DO 40 J=1,JC

0003500 KF=I1FD{IC1)

0003700 DO 50 1C2=1,KF

CC03S00 I F(IPROP (ICI,IC2) .EC. IC(l,J)) GOTO 200
C0C3500 50 CONTINUc

0004000 200 IGN=IGN/IGAIN(IC1.1C2)

0004100 40 [ C1=1C(I»J)-1000

G004 200 JFF=ITFD( IC1)

0004300 DO 60 I1C2=1,JFF

0004400 I[F(IPROP(ICI,IC2) .EQ. 1G) GO TO 300
0004500 60 CCNTINUE

0004600 300 IGN=IGN/IGAIN(ICI, 1C2)

0004700 IFUGN .LT. 0) GO TO 400

0004 800 30 CONTINUE

"0004 900 100 IOPT =0

0005 000 CALL GRGT1(I OPT, I ,J)



0005 )10
005020
0005030
0005 040
C005C50
0005100
0005200
005300
0005400
0005500
0005600
0005700
0005 r(00
005900
0036000
0006 100
0006200
000621]
0006220
0006 230
0006240
0006250
0006 26 0
0006270
0006280
0006290
0006 300
006310
0006320
00 06330
0006340
0006350
0006 360
0006370
0006 380
0006381
0006 382
0006383
C006 384
000638 5
0006386
0006387
0006383
0006389
0006390
0X0639 1
0006 5CO
0006600
0006700
C006800
0006900
0007000
0CC7100
0007120

C

901

r
500

620

61
720

51

32 0

420

71
f20

520

70

600

610
r

DEBUG
WRITE (6,901)
FOR MAT (+ ORGT1 ')

CALL OUTPT
DEBUG

IGF=IGF+1

IF(1Gp .GT. IGATE( IGMN,3)) GO TO 600
1G1 = IGF +3

1G2=1GF+1

IG=1 GATE{ IGMN, I1G1)
IGV=IGTVL(IGMN,IG2)

IFCIG .GT. I PI) GO TO 500

1F{IG .LT. 1001) GG TO 500

DO 70 1=1,1G MX

I F(IG .N- | GATE(1,1)) GO TO 70
IF{IGV .Nc. IGTVL (I,1)) GO TO 70
[ TMP =1

I MIN=0

| MAX =0

KG=IGATE(ITMP,3)+3

IF{KG .LT. 4) GO TC 320

DO 51 K=4,KG

| FtIGATc(ITMP,K) .GT. 0) GO TO 51

IF(IMIN .LT. 1) GO TO 720
00 61 M=1, IMIN

IFIIV(K) .A0. -IGATE( ITNP,K)) GO TO 5°
CONTINUE
| MAX = | MAX + 1

VI IMAX)=-1G4Tc( ITMP, K)
IF(IGMN .EQ. IV(IMAX)) GO To 420
CONTINUE

| MI N= | MI N+ 1

[F(IMIN .GT. iMAX) GO TC 520
ITMP=1 V(IMIN )

GO TO 620

IF(IGF .EQ. IGATEI IGMN,3)) GO TO 820

1G2=1GATE(13 MN *3)+2
DU 71 K=1G1*i C2
IGATE(IGMN,K)=1GaTc (IGMN,K+1)
IGTVL(IGMN,K-2)=IGTVL(IGMN, K -1)
IGATE(IGMN,3)=I1GATEi IGMN,3)-1
IGF=IGF-1
GO TO 500
| GATE ( IGMN ,1G1)
IGTVL(IGMN *1G2)=
GO TC 500
CONTINUE
GO TO 700
IGMN=IGMN + 1
Ip(IGMN .GT. IGMX) GO TO 610
| GF=0
GO TO 500
CALL CLNUP

DEBUG

=-1
0

130



0007140 ENDFILE 6

0007160 C DEBUG

0007180 IF{IGMX .EQ. 0)GO TO0 220
0007200 CALL OUTP+

0007 300 STOP

007320 220 WRITE(6,106)
0007340 106 FORMAT(15 MONO GATE S EXIST)

0007360 STOP
C00740C 400 IF(ICT .EQ. 0) GO TC 800
00C7500 0J 80 11=1,ICT

0007600 J9 =JF +1

0007700 JUF=I1CSF( 1)

C007 BOO IF(J9 .NE. JJF) GO TO 80
C007700 DO 90 J=1»JJF

C00S 004 IFfICSTCII,J) .EQ. 1G) GO TO 900
000SI100 90 CONTINUE

0008200 GO TO .30

CCC3300 ¢'00 DO 11 K=1,JF

0CCS400 IN=J+K

0008500 IF(JN .GT. JJF) Jfc|=JN-JJF
0007600 IF(ICST{II,JN) .NE. IC(I,K)) GO TO 30
CGC8700 11 CONTINUE

CCG8 300 GO TO 210

CCO08 TOO A0 CONTINUE

0009 000 800 ICT =ICT +1

0009 100 ICSF{ ICT) =JC

0009200 ICST(ICT,1J=16

C009300 IC 1=N

0009400 TCSVAH ICT ,1)=1GV

C009600 DO 21 J=1,JF

0609700 JJ=J+1

€009800 ICHT{ 1CT,JJ) =1C{I,J)

€010000 KF=1FD{ICI )

0010100 DO 31 K=1,KC

0010200 IF(IPROP(ICI *K) .EQ. IC(I,J)) GO TO 310
0010300 31 CONTINUE

0010400 310 ICSVAL(ICT ,JJ)=1CSVALtICT,J)/IGAINCICI,K)
0010500 21 IC1=1C(1,J)-1000

0010600 ICSFc 1CT)=JJ

0ul070) l1=1CT

C010500 J=1

0010900 E10  CALL ORGT2(I1,J,IPH)

C010910 C DEBUG

€010920 *RITE(6,902)

0010930 902 FORMATt* ORGT21)

C010940 CALL CUTPT

010950 C DEBUG

0011000 CALL ANGTI

0011100 10PT=1

COolIo ¢ DEBUG

0011120 WRITE(6,903)

0011130 903 FORMAT(s ANGTI*)

0011140 CALL OUTPT

0011150 C DEBUG



0011200
0011210
001122 0
0011230
C011240
0011300
0011310
0011320
0011330
0011340
0011350
0011400
001150C
0011600
0011'00
0011710
0011720
0011730
0011740
C0117 54
C011n00
0011900
0011910
con g20
011930
C011940
C011950
0012000
0012100
0012200
0012300
0012400
0012 500
0012 60.)
C012700
0012800
0012 350
CC12900
0013000
oom®oo
0013200
0013 300
0013400

904

210

710

90 5

510

906

410

<=10

41
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CALL ORGTHIOPT, II, j)
DEBUG
WRIT6(6»901 )

CALL GUTPT

DEBUG

CALL QRGT3(11,J,
DEBUG
WRITE(6,904)

FORMAT(* ORGT3')
CALL OUT PT
DEBUG

GC TO 500

IF(IGV .NE. 0)

IF(ICSF(I1) .N5. J)

CALL ORGT4<I | 1
Dt: BUG
WRITE (6, 905 )

COPMAT (+ ORGT4')
CALL GUTPT
DEBUG

GC TO 500

CALL ORGT5(I1,J)
DEBUG

WRITE(6,906)
FORMAT(' ORGT5 ')
CALL GUTPT

DEBUG

GO TO 500

IF{ICSF(I 1) .EO. J)

JF=IFD(N)
15=1CST(I I,d +1)

DO 41 M1i=1,JF

lf=( IPRCP(N,M1)

| PH)

GO TO 410
GO TO 510

GJ TO 710

CE0. 15) GO TO 41
IF(I PROP(N,MI) .GT. 1000) GO TO 610
IF( 1 PROP (N,M1) .GT. IF) GC TO 910
ITP1=1PROP(N, M1)

ITP=1FAIL(ITPI»

IF(ITP-15) 810,41,810
1G6=1GV/ I GAI N('J, M1)

IF(1G6 .EQ. 1) GO TO 810

CONTINUE

GO TO 510

END

LIN11? SOURCE .PATH1

c000100
0000200
0000 300
0Co00400
0000500
000700
0000700
CCCo0900
0001000
0001100

20
100

SUBROUTINE PATH(IP,IFD, 1 PROP, IPTH,IPTF)

DIMENSION [PROP(500, 10),IPTH(500,100),IFD(500),
DO 10 1=1,IP

I MIN = 1

IMAX=1FDI 1)

DO 20 J=1,1MAX
IPTH( 1 ,J)-!PROP{I,J)

JT=IPTH(lI ,IMIN)-1000
l[p(JT ,LT. 1) GO TG 200
[F(JT .GT. IP) GO TO 200



0C CI 600
0001700
0002100
0002 200
0002300
0002400
0002 500
0002600
0QC?700
0J02900
002900
003000
0003 100
0003200
LIME?
000') 1J0
0000200
0C 00300
00CG400
CCC0500
0000550
C000600
0000700
CCCO.HOu
000900
0001000
0o0cliou
0001200
0001300
0001400
0001500
0001520
0001600
0001620
0001700
C001600
COCI 900
0002 000
0002100
0002200
0002300
002400
CC02500
0002600
0002700
0002720
0002730
0002 740
0002 760
0002780
002300
002850
002900
CC03000

40

30
200

10

SOURCE .

10

100
30

40
20
400

80

C

g
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JEC =1 FD{JT)
DO 30 J=1,JFD
DO 40 K=1, IM4X
IF( IPRQP(JT,J)
COfIT I NILE

| MAX=174X +1
1PTH( I, 1 MAX) =1PROP (JT,
CONTINUE
IMIN= | MI.N+I
IF(IMIN .GT.
GO TO 100

I PTF (| )=1 MAX
RETURN

END

YCLE1

SIBRD UTINF CYCLEfI P, IFD,IPROP,IPTF,IPTH,IC
DIMENSION IFD1500) ,IP*0P(500, 10), IPTH{ 500
IC(30,20),ICF(30)

ICN=0

IM=IPTF CM)
IX=1300+ N

DO 10 1=1,IM
I[F(IPTHIN, I)
CONTINLE
RETURN

DO 30 1=1,30
ICF(1)=0

IMIN =1

| MAX =0
INF=IFD(N)

DO 20 1=1,INF
IF(IPROP(N,I) .LT.
JT=IPROP{J,1)-1000
IF(JT .GT. IP) GO TO 20
JF=IPTF(JT)
DO 40 J=1,JF
LFi IPTH( JT ,J)
IMAX=IMAX+1
ICF(1MAX) =1
IC( I MAX,1)=1PROP (N, 1)
GO TO 20
CONTINUE
CONTINUE

INN=IC F(IMIN)
IN=IC (IMI N, INN)
INMINK-1

I[F(INN .cQ. 0)
DO 80 1=1, INN
IF(IN .EQ. Ic(IMIN, I))
CONTINUE
IF{IN .NE.
ICN=ICN+1
IMIN =1 M N+l
I[F(IMIN .GT.

JEC. IPTH(I,K)) GO TO 30

J)

| MAX) GC TC 10

EQ. IX) GO To 100

1001) GO TO 20

.NE. [IX) GO TO 40

GO TO 300
C-0TO 500

[X) GO TO 300

I MAX) GO TC 600
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0003100 GO TO 400

0003105 500 IF(IMIN .EQ. |MAX) GO TQ 600
0003110 MM= 1M1 N

0JG3115 M=IMI N+l

000312 o 00 5 =M, I MX

0303125 ICF(MM)=ICF (1)

0003130 INN=1CF(MM)

0003135 DC 90 J=1,INN

0003 140 90 IC(MM, J)=1C«l,J)

0003145 MM=MM+ 1

0003150 IMAX = IMAX-1

0003155 GO TO 400

0003200 300 L=0

C003250 1 N=1IN- 1000

0003300 INF=1FD(IN)

0003400 00 “50 1=1, INF #

000345 o 1 F(IPROP(IN,I) .LT. 1001) GO Tn 50
C003500 JT=IPROP(IN,I)-1000

0003600 IP(JT .GT. IP) GO TO 50

0003 700 JF=IPTF(JT)

0003 600 00 60 J=1,JC

C003900 IF(IPTH(JT,J) .ME. IX) GO TO 60
0004000 IF(L .GT. 0) GO TO 200
0004100 ICF( IMIN) =ICF( IMINJ + 1
0004200 ICT=1CFCIMIN)

0C04300 IC(IMIN,ICT)=1 PROP(IN,I )
0004400 L=1

000500 GO TO 50

C004600 200 ICT=ICF{IMIN)-1

0004700 IMAX = IMAX + 1

0004f00 CC 70 K=1,1CT

0004 900 70 1 C(IMAX, K)=1Ci IMIN, K)
0005000 ICT =1 CT+1

0005100 ICF(IMAX )=1CT

0005200 IC (I MAX, ICT )=1PROP (IN, I)
0005300 GO TO 50

00C5400 60 CCNTINUE

0005 500 50 CONTINUE

GOC5600 GO TO 400

000562 o 600 IFITCN .EQ. 0) RGTURN
0005640 DO 11 1=1,ICN

0005660 11 ICF(1)=I1CF(l )-I

C0CH680 RETURN

0005700

LINP? SOURCE .X0RGT1

'0000100 SUBROUTINE ORGT1(IOPT, I1,J)
0000200 COMMON /AREA1/ | PROP(500,10),IGATN(500,10),IFD(500),
0C00300 117, 1CST( 50 ,20) , ICSVAL(50 ,20) , IF ,1 FAIL( 100)
0000400 COMMON /AREA2/ 1G,1GV, | GMX, | GF, | GMN, | GAT E(500 , 20 ),
0000 500 11GTVLJ 500,18)

0000600 | CMX=IGMX+1

0000700 IPRV=0

0000800 |F(10PT .EQ. 0) GO TO 200

€000 500 IPRV=ICST (I, J+1 )



0001000 | GATE!IIGMX,1 )=0
0001100 IGTVL(IGMX »1)=0

0001200 GO TO 300

0J01300 200 IGaTH IGMX ,1 )=1G

0001400 IGTVL(IGMX ,1 )=IGV

0001500 300 |GATE{ IGMX, 2)=

0001600 M2=I1FD(N)

CC01700 L=3

001800 DO 10 1=1,M2

0001900 Ip(l PROP(N,I' ) .EG. IPRV) GO TO 10
002000 IF { IPRGP (N» 1) .GT. 1000) GO TO 100
0002100 IF {I PROP (,'J, 1) .IE. IF) GO ¢ 10
0002200 IF{IGAIN{N, 1) .NE. IGV) GO TO 10
00023G0 100 L=L+1

0002400 | GATE(IGMXtL)=IPRQP(N,I )

0002500 LL=L-2

0002 600 I GTVL (IGMX ,LL) =IGV/I GATMN, |)
C002700 10 CONTINUE

002800 | GATE{ IGMX,3}=L-3

0002850 IFIICPT .GT. 0J RETURN

002900 IP(IGF .£0. 0) RETURN

003000 1G1=1GF+3

0003100 1G2=1GF+1

0003200 IGATE(IGMM,IG1)=-1GMX

0003300 IGTVL(IGMN, G2 J=0

0003400 RETURN

003500 END

LINE? SOURCE XGRGT2

0000100 SUBROUTINE ORGJ2(11,J, IPH)

0000200 COMMON /AREA1/ 1PROP{500,10),IGAIN(500,10),IFD (500}
0000300 IN ,I1CSTJ 50,20),ICSVAL(50,20),IF, I FAIL(100)
0000400 COMMON /AREA2/ IG,IGV,IGMX, IGF, IGMN,I GAT £<500 »20)
000500 11GTVL(500 ,18)

C000550 | CHK=0

0000600 IGMX=1GMX+1

CC00700 | MT = 1G VX

C0C0800 IGATE( IGMX ,1 )—IG

C000700 IGATcl IGMX,2)=1

C00i000 IGTVL(IGMX 11)= TG

oooiloo | GATE(IGMX,3J=2

0001200 JE=IFD (N)

0001300 IPKV=I1CST(I1,j+1)

0001350 IPH =1 PRV

0001400 DO 10 11=1,JF

0001500 IF(IPROP(N,I1) .GT |F) GO TO 10
C001600 |TP=IPROP(N 1)

0001700 IF(IFAIL( TP) .NE. [PRV) GO TO 10
001800 F(IGAINC N,I1) .E3 0) GO TO 10
0001900 IF(ICHK .GT. 0) GO TO 300

0001930 ICHK=1

C0C1960 IGATE(IGMX,4)=-( IGMX+1)

00)1990 | GATE(IGMX,5)=-{IGMX+3)

002020 IGTVL(IGMX,2) =0

0002050 IGTVL( IGMX, 3) =1



0002200
0002250
C002300
0002400
0002 500
0002600
0002 700
0002 800
0002900
C003000
0003010
0003020
C003030
€00 3040
C003 050
0003060
00C3070
0003080
€003 090
0003200
0003250
0003 300
0003400
0003 500
C003600
0003700
c003300
CC03900
0004000
0004100
0004200
0004300
LINE?
C000 100
0000200
0000300
CC00400
€000 500
0000600
0000700
0000800
C000900
C000950
C0o01000
0001100
0001200
0001300
C001400
0001450
€00 1500
C001510
C001520
0001530
0001540

300

10

200

ignx=igmx+i

[PH=-

1 GMX

IGATE(IGMX, 1

| GTVL(
IGATE(
| GATE (
IGATP(

IGMX, 4

)-
IGMX,1 )=
IGMX, 2)
IGMX,3 )
)
)=

| GAT ¢l 1G MX, 5
IGTVL(IGMX,3)=

IGTV L(IGMX,?)=1CSVAL(II

IGMX=1GMX+1
IGATE(IGMX,1)=
IGTVL(IGMX,1 )=
IGATE(IGMX,2)=

IGATE(

IGMX ,3 )=

IGATE(IGMX,3 ) =
L=1GATE( IGMX, 3

IGATE(I

GMX,L) =

GTVL ( IGMX , L—2
CONTINUE

I[F{ICHK

IGATE(IGMX,4 )
IGTVL(IGMX,2 )
| GATE (IGMX,5)
IGTVL(IGMX,3)

0

F(IGF

.GT.

.EQ. 0}

IG1=1GF+3

IG2=I1GF

| GATE(IGMN,IG1)=
1CTVLI IGMN,IG2 )

RETURN
END

SOURCE.XORGTS3

+1

0)

0
0
2
2
I

IGMX+H

0

0

J
1
0
IGA
)+ 3
ITP
) =1

GO TO
RV

)

200

“( 1GMX + 1)

0
RETURN

| mT

SUBROUTINE ORGT3(!I1,4

COMMON

/ AR EA1 /

N,ICST{50,20),

COMMON
11GTVL(5

/ ARtA2/
00,13)

[GMX=IGMX +1

| GATE( |

GMX, 1)

IGTVL(IGMX,1) =

IGATE (I

GMX,2 )=

IGATEtIGMX,3)

L=1

| C-ATE ( IGMX, 4 )
IGATE(IGMX,5 >=-(

JF=1F0(
IGTVL(I
| F(IDH
IGTVL( I

N)
GMX, 2
LT,

) =
0)
GMX,3 )=

IGMX=1GMX+1
IGaTEIIGMX,1)=
IGTVL(IGMX,1)=

IGATE(IGMX,2)

| PPCJP (500,10 ),
ICSVAL(50,20),IF
1G,IGV,IGMX,IGF,
0
J
1
~2
1PH
IGMX + 1)
ICSV AL(11,d +1)
IGTVL(IGVX,2) =0
0
0
0

-1

JIPH)

T:(1GMX,3)+1

P
ICS VAL( 11 »J+1)

| GAI N( 500
JFATL(100)
| GATE*500,204J,

[GMN,

,10 ),

| FD{ 500 )



0001550

0003700

IGATEt IGMX,4 1=I1CST(II ,J+1)

RETURN

10

| FD (500 )

0001560 IGTVL(IGMX,2)=0

0001600 DO 10 1=1,JF

0001700 IF(IPROP(N,I) .ST. IF) GO TO 10
C001300 ITP=1PROP(N,I )

0001 900 I[Ffl FAIL(ITP) .ME. |IGATE(IGMX ,4)) GO TO
0001550 1F(IGAIN(N,I') .Nr. 0) GO TO 10
0002 000 L=L+1

0002100 [C-ATE {IGMX,L+3)=ITP

0002200 IGTVL(IGMX»L +1) =1

0002 300 10 CONTINUE

0002400 | GATE ( IGMX,3 )=L

0002500 RETURN

0002600 END

LIME? SOURCE .XO0RGT4

0000100 SUBROUTINE ORGT4 (I1)

0000200 DIMENSION ITS(10)

C000300 COMMON /AREA1/ | PROP 1500»10) , IGAIN{500 »10 ),
0000400 IN,ICST(50,20),ICSViL(50,20),IF,1 FAIL!100)
0000500 COMMON /AREA2/ 1G,IGV, IC-MX,IGF ,IGMN,|GATE(500,20),-
0000600 11GTVL(500,18)

0000 700 JE=IFD(N)

€0 COP oo L=0

C0Go 850 ITP2=1CST{II,1)

C000900 DO 10 I=1,JF

0001000 IF(IPROP (N,1) ,GT. IF) GO TO 10
0001100 ITP=IPROP(N,I )

0001200 IF(IFAIK ITP) .NE. 1irp2) GO TO 10
0001300 | F{IGV .EQ. 0) GO T0 100

0001400 IF (1 GAININ, ) .EQ 0) GC TO 10
0001500 IGN=I1GV/IGAIN(N,I )

0001600 I[F(IGN .NE. ICSVAL(IIt1)) GO TO 10
0001700 L=L+1

0001 800 I TS(L)=ITP

0001900 GO TO 10

0002000 100 IF(IGAIN(N,I') ._NE. 0) GC TO 10
0002100 L=L+1

00C2200 ITS(L)=ITP

0002 300 10 CONTINUE

0002400 I F(L eNE'. 0) GO TO 200

0002500 IF(IGF .EQ. IGATE(IGMN,3)) GO TO 400
0002600 IG1=1G F+4

0002700 IG2=IGATE(IGMN,3) +3

0002 800 DO 30 1=1G 1, 1G?2

C002500 I1J=1-2

cC003000 TGATE£ (IGMN, IJ)-1GATE<IGMN,I)
0003100 30 IGTVHIGMN ,IJ—=2) =IGTVL( IGMN»1-2)
00032 00 400 IGATE(IGMN,3)=1GAT~(IGMN,3)-1
0003300 IGF=IGF-1

0003350 PETURN

0003400 200 IF (L .ME. 1) GJ to 300

0003500 "IGATE( IGMN, IGF +3) =1TS{1)

0003600 [GTVLII GMN *IGF +1)=1



0003300 300 [GMX=IGMX + 1

C003900 GATE(IGMX t1)=0
C004 000 I GTVL ( IGMX ,1 )=0
0004100 | GATE(IGMX,2)=1
0004200 [GATEI IGMX,3)=L
0004300 DO 20 1=1,1L
0004 400 | GATE{ IGMX, 1 +3)=ITS (I)
0004500 20 IGTVL{IGMX, | +1) =1
C004600 AETUA N
0004 700 END
LINE? SGLF.rr.X0RGT5
C0001.00 SUBROUTINE ORGTS5(I1,J)
0000200 COMMON /AREA1/ | PROP(500,10),IGAIN(500,10),IED(500)
CC00300 IN, 1ICST(50 ,20), ICSVALI 50,20) ,IF,I FAIL{100)
0000400 CCNMON /AREA2/ IG,IGV,IGMX,IGF,IGMN, IGATE(500,20),-
000050U 11GTVL(500,18)
C000600 IGMX=1GMX+1
0000C 50 IMT =1G MX
0000700 | GATE(IGMX ,1)=1G
C0CO0-S00 [GTVL( IGMX ,1 )=IG YV
000850 IGATEIIGMX,3)-2
c000900 | GATE (IGMX,2)=2
COC0950 I[FdGVY .EQ. 0) IGATEI IGMX, 2)=1
0001000 GATE( IGMX,4)=I1CST(I1,J+1)
C001050 IGATL(IGMX,5) =- (IGMX+1)
0001100 JF=IFD(N)
0001200 00 10 11=1,JF
0001300 IF(IPROP(N,I 1) .EO. IGATEI IGMX,4)) GO TO 100
C0014 00 10 CGNT INUE
0001500 100 [GTVLIIGMX,2)=IGV/IGAININ, 11)
C001550 IGTVL(IGMX,3)=0
0001560 [IGMX=ICMX+1
0001570 IGATEI IGMX, 1) =0
C001580 IGTVL(IGMX,1)=0
0001590 IGATE(IGMX,2 )=1
0001600 L=3
0001700 CC 20 11=1,JF
001300 I[F(IPROP(N,I1T) .GT. IF) GO TO 20
001900 [T P=1 PfcOP (N, ID
0002000 I[F(IFAIL( ITP) .NE. IGATE(IGMX-1,41) GO TC 20
0102100 [FITGV .EQ. 0) GO TO 200
€002 200 I[F(IGAINtN,11) .EQ. 0) GO TO 20
0002 300 IGN=1GV/IGAIN(N, I 1)
0002400 IF(IGN .EQ. ICSVAH II,J +1)) GO TO 20
0002500 GO TO 300
0002600 200 I[F(IGAINt M,11) .NE. 0) GO TO 20
00027JJ 300 L=L+1
C002300 IGATEI IGMX ,L)=ITP
€002 900 IGTVL(IGMX ,L-2 )=1
0003000 20 CONTINUE
0003100 IGATEI IGMX,3 )=L-3
0003120 [G1=IGF+3
0003140 IG2=1GF+1

0003160 IGATEIIG MN, IG1)=-IMT



0003160
0003200
0003300
LINE?
0000100
0C00200
0000300
0000400
000050%,)
C000600
0C007 00
C000 300
C0C0900
coo1000
0001100
0001200
0001300
LIME?
0000100
000020J
cCo00300
0000350
0000400
C000500
toC0550
0000600
0000700
C000*00
€000900
coo01000
0001100
0001200
0001300
0001400
0001500
0001600
0001700
0001300
c001900
C002 000
0002100
0002200
0002250
0002300
0002310
0002320
0002 330
0002400
CC02500
0002600
0002700
c002800
€002900
C003 400

10

20

SOURCE

6CO

200

100

30

40
20
300

510
500
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IGTVL{IGMNtIG2)=
RETURN
END

SOIS CE «XAMGT1

SUBROUTINE ANGT1

COMMON /AR>A2/ I1G,IGV,IGMX, IGF,IGMN

11GTVL(500,18)

1GF/X=1GAX+]
00 10 1=1,3
IGTVL { IGMX , 1 )=0
| GATE( IGM X»1 )=3
1GATS(IGMX,2)=3
| GAT E( IGMX ,3 )=Z
0C 20 1=4,5

| GATE( IGMX, | )=-(
RETURN

END

IGMX+1-3)

*XCLNU?

SUBROUTINE CLNJP

COMMON /AR,:A2/ IG,IGV, IGMX, IGF, IGMN

11GTVL(500,18)

IF(IGMX .50. 0) RETURN
IGM=1GMX
DO 10 1=1, IGM
| ZZ=1GATE{1,3)
IF(IZZ-1) 100,200, 10
ITS1=1ICATE €I,4)
ITS2=IGTVL (I, 2)
IF{l .EQ. IGM)
J=1+1
Co 20
J1=JJ-1
cC 30 1,
IGATE(J1, I
IGTVLIJ1 1
JF_IGATE(J
IFiJF .EQ. 3
DO 40 11_4 J
| GAT E( J 1)
IGTVL(J1J1
CONTINUE
IGMX=1GMX—1
F(IGMX .EQ. 0)
12 =—|
| PR1=1
IPR2=1GMX
| PCL=0
IF{/Il .GT. 0) GO TO 800
00 50 J=IPR1,IPR2
JF=I1GAT5(J,3)+3
IFCJF .tQ. 3) GO TC 50
DO 60 JI=4,6JF
F(IGATE(J,J1) .ME. 12)
F(J1 .EQ. JF) GO TO 400

GO TO 300

JJ=J,1GM
11_
1) = 1GATc (JJ *I 1)
J=1GTVL(JJ,1)
J.3)+3

) GO TO 20

F

3
)

SIGATE(JJ,I1)
2) =IGTVL(JJ ,11-2)

RETURN

GO Tq 60
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0003100 J2=J1+1

0003200 DO 70 J3=42, JF

€C003300 J4d =43- 1

C003401 1GATE( J*J4)=1GATE(J,J3

0003500 70 IGTVL(J,J4-2)=1GTVL(J,J3-2)

C003 600 400 | GATE(J,3) =1 GATE {J,3)-1

0003700 GO TO 500

00C3S00 60 GONTINUE

C0C3900 50 CONTINUE

0004000 IF(IPCL-1) 900,300,800

0004050 800 IPR3=IPR1

0004150 DO 80 J=IPF3, IGMX

0004 200 JF=IGATE( J,3 )+3

c0C430J IF(JF .EQ. 3) GO TC 80

0004400 DO 90 J1=4,JF

0004500 IF(IGATE(J,J1) .Nc. 12) GO TO 90
G004 510 DO 71 N=4,JF

0004 520 IF(IGATE{J,M) .NE. ITS1) GO TO 71
0004530 IF(IGTVL(J,M-2) .N . ITS2) GO TO 71
C0C4540 IPCL=2

0004550 IpP1=J

C004560 IPR2=J

C004 570 GO TO 510

CC04580 71 CONTINUE

0004600 IGATE{J,J1)=1T51

0004 700 IGTVL(J,Ji—=2)=I1TS 2

0004300 ~O CONTINUE

C004 900 £0 CONTINUE e
0004910 900 DC 11 KK=1,IGMX

C004920 JH=1GA TE{ KK, 3)+3

c004930 IF(JF .EQ. 3) GO TC 11

C004940 DO 21 LL=4-,JF

C004950 IF{IGATE{KK,LL) .GT. 12) GO TO 21
C004960 IGATE(KK,LL)=IGATE(KK»LL)+1
C004970 21 CONTINUE

0004930 11 CONTINUE

C005000 GO TO 600

0005100 10 CONTINUE

0005200 RETURN

C005300 END

LINE? SOURCE .XOUTPT

0000100 SUBROUTINE OUTPT

0000200 COMMON /AREA2/ I1G,IGV,IGMX,IGF,IGMN, IGATE(500,20),-
0000300 LIGTVL(500,18)

CC00400 DO 10 1=1, IGMX

00005 00 MM=TIGATc: ( 1,3 )+3

000600 WR ITt (6,201) I, {IGATE(I.J), J=1,MM)
€C000700 NN=MM-2

€000800 WRITEC6,202) UG TVL (I,K),K=1,NN)

C000900 10 CONTINUE

0001000 201 FORMAT{///13HOGATE NUMS3ER ,I3//,1X,2015)
0301100 202 FORMAT (1HO0, 2015)

0001200 RETURN

0001300 END
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